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Abstract

The automatic categorisation of web documents is becoming crucial for organising the huge amount of information available in the Internet. We are facing a new challenge due to the fact that web documents have a rich structure and are highly heterogeneous. Two ways to respond to this challenge are (1) using a representation of the content of web documents that captures these two characteristics and (2) using more effective classifiers.

Our categorisation approach is based on a probabilistic description-oriented representation of web documents, and a probabilistic interpretation of the \(k\)-nearest neighbour classifier. With the former, we provide an enhanced document representation that incorporates the structural and heterogeneous nature of web documents. With the latter, we provide a theoretical sound justification for the various parameters of the \(k\)-nearest neighbour classifier.

Experimental results show that (1) using an enhanced representation of web documents is crucial for an effective categorisation of web documents, and (2) a theoretical interpretation of the \(k\)-nearest neighbour classifier gives us improvement over the standard \(k\)-nearest neighbour classifier.

1 Introduction

In May 1998, the publicly accessible part of the Internet contained 320 million pages. The figure is continually increasing. In this exploding scenario, subject-oriented browsing tools have become a vital method for accessing the huge amount of information available on the Internet. For example, the international Yahoo! (http://www.yahoo.com/) or the German DINO-Online (http://www.dino-online.de/) services partition the web information space into subject categories meaningful to web users. Web documents are then classified according to this scheme.

In most if not all subject-oriented browsing tools, the classification is done manually, partly by the maintainers of the services and partly by the users or information providers themselves. The main problems with manual classifications are that (1) they require a vast amount of intellectual work, and (2) they suffer from the fact that a significant part of the database content is either outdated or inconsistent. There is therefore the need to perform an automatic categorisation of web documents.

A number of algorithms to categorise text documents have been developed, and experimented with (see, for example, [Yang 99] for a survey and evaluation of text categorisation approaches). In these approaches, keywords are extracted from text documents, and documents are represented as vectors of weighted terms, where the weights are computed based on the widely used \(tf \times idf\) indexing [Salton & Buckley 88]. These approaches performed well when applied to texts of a common domain and with an homogeneous structure (in standard information retrieval, documents are considered as atomic units).

Web documents have a richer structure (e.g., they are composed of separate units, they are linked to other documents, they provide markup for headings and highlighting of terms) and are highly heterogeneous (e.g., they contain units of varying discourses, their content...
is not specific to a particular domain). Representing web documents using the standard $tf \times idf$ measure cannot capture this structural and heterogeneous nature. Therefore, the approaches used in information retrieval to categorise texts cannot be applied as they are to categorise web documents.

One possible approach is to enhance the representation of web documents to include the structural and heterogeneous nature of web documents. The enhanced representation would take into account features specific to web documents, as well as features standard to text documents. It can then be used as the basis for categorising web documents. This is the approach followed in our work.

We use a probabilistic regression method initially proposed in [Fuhr & Buckley 91] to obtain a representation that reflects the nature of web documents. This strategy is a description-oriented indexing approach; it takes into account (1) features specific to web documents (e.g., a term appears in a title, a term is highlighted, a document is linked to another document), as well as (2) features standard to text documents (e.g., term frequency). This strategy is a kind of long-term learning process that collects feedback from available data (a test-bed of pre-categorised documents is used for that purpose), thus aiming at an optimal representation of web documents for categorisation purposes.

On the basis of this enhanced representation of web documents, new documents can then be classified according to a pre-defined categorisation scheme. We propose a probabilistic interpretation of the $k$-nearest neighbour ($k$NN) classifier [Yang 94]. We chose $k$NN because it was shown in [Yang 99] to be very effective for the task of classifying single documents. In addition, $k$NN and its variants are computationally efficient. This is important since the web space is constantly increasing. With our probabilistic interpretation of $k$NN, we obtain a theoretical sound justification of the various $k$NN parameters. Our approach follows work of [Rijsbergen 89] and [Wong & Yao 95] who advanced that the idea of relevance in information retrieval can be viewed as a probabilistic inference process.

We have evaluated our approach using documents from a subset of the Yahoo! catalogue, namely the Computers and Internet category. Experimental results show that representations that incorporate features specific to the web lead to more effective categorisation of web documents. They also show that using the probabilistic interpretation of the $k$NN classifier gives us improvement over the standard $k$NN.

This paper is divided into the following sections. In Section 2, we describe how documents are represented using our probabilistic description-oriented approach. In Section 3, we present the classifier which is based on a probabilistic interpretation of $k$NN. In Section 4, we describe our experiments, together with the evaluation procedure. In Section 5, we present and discuss our results. We also compare our results to those obtained in related work. Finally, in Section 6, we conclude with some thoughts for future work.

2 Document representation

To allow for an effective categorisation of web documents, we use the description-oriented probabilistic indexing approach developed in [Fuhr & Buckley 91] but adapted to document categorisation.

As in standard information retrieval indexing, we represent documents as vectors of weighted terms. The difference between a standard indexing approach and our indexing approach is that in the former the term weights are computed based on the widely used $tf \times idf$, whereas in the latter, they are computed based on the so-called relevance description $\vec{x}(t, d)$ for term-document pair $(t, d)$. $\vec{x}(t, d)$ is a vector composed of features $x_1(t, d), x_2(t, d), \ldots$ that are considered important for the task of assigning weights to terms with respect to web document categorisation. Examples of features are: $x_1(t, d) = 1$ if $t$ is the most frequent term in $d$, otherwise $x_1(t, d) = 0$; $x_5(t, d) = 1$ if the term $t$ appears in the title of the document $d$, otherwise $x_5(t, d) = 0$.

With a description-oriented approach, we can derive a term weighting scheme specific to web documents; the structural and heterogeneous nature of web documents can be captured (e.g., text data, lists of anchors, documents linked to other documents). Furthermore, the approach can be applied with little effort to web documents written in any language. Obviously, we would need stemmers and stop word lists specific to other languages, but other aspects of the indexing process are language-independent.

The term weights are computed by estimating the probability $P(R|\vec{x}(t, d))$. In [Fuhr & Buckley 91], relevance data is used to estimate $P(R|\vec{x}(t, d))$. For an indexing task, the relevance is based on query-document relationships (which document is relevant to which query), whereas for a categorisation task, the relevance data is based on category-document relationships (which document belongs to which category). Therefore the original interpretation of $P(R|\vec{x}(t, d))$ given in [Fuhr & Buckley 91] must be adapted to our categorisation task. For arbitrary pairs of documents $d$ and $d'$, we consider the sets of terms that occur in both documents. $P(R|\vec{x}(t, d))$ denotes the probability that a description of term $t$ in document $d$ occurs in another document $d'$ belonging to the same category as $d$. 
Following this view, we describe how the probability $P(R|\bar{x}(t, d))$ is computed (for more details, see [Fuhr & Buckley 91]). $P(R|\bar{x}(t, d))$ is derived from a learning sample (relevance data) $L \subset D \times D \times R$ where:

- $D$ is the set of pre-categorised documents (test-bed);
- $R = \{R, \bar{R}\}$ for relevant and not relevant\(^1\);
- $L = \{(d, d', r(d, d'))|d, d' \in D\}$ such that:

\[
\begin{align*}
    r(d, d') &= \begin{cases} 
    R & \text{if } d \text{ and } d' \text{ belong to the } \\
    \bar{R} & \text{same category,} \\
    \bar{R} & \text{otherwise.}
    \end{cases}
\end{align*}
\]

Based on $L$, we form a multi-set of relevance descriptions with relevance judgements

\[
L^2 = \{[\bar{x}(t, d), r(d, d')]|t \in d \cap d' \land (d, d', r(d, d')) \in L\}
\]

This set with multiple occurrences of elements (bag) forms the basis for the estimation of $P(R|\bar{x}(t, d))$.

The values $P(R|\bar{x}(t, d))$ are estimated by applying probabilistic classification procedures as developed in pattern recognition and machine learning because they use additional (plausible) assumptions to compute the estimates. The classification procedure yielding an estimation of the probabilities $P(R|\bar{x}(t, d))$ is termed an indexing function $e(\bar{x}(t, d))$.

Let $g(d, d')$ denote a class variable representing the relevance judgement $r(d, d')$ for each element of $L$. Now we seek for a regression function $E_{opt}(\bar{x})$ which yields an optimal approximation of the class variable $y$. As optimisation criterion, minimum squared errors are used ($E$ denotes the expectation):\(^2\)

\[
E((y - E_{opt}(\bar{x}))^2) = \min
\]

To derive an (optimal) indexing function from the learning sample $L^2$ we use the least square polynomials approach [Knoz 83] [Fuhr 89], which was shown effective in [Fuhr & Buckley 93]. In this approach polynomials with a predefined structure are taken as function classes. Based on the relevance description in vector form $\bar{x}$, a polynomial structure $\bar{v}(\bar{x}) = (v_1, \ldots, v_L)$ has to be defined:

\[
\bar{v}(\bar{x}) = (1, x_1, x_2, \ldots, x_N, x_1^2, x_1x_2, \ldots)
\]

Here $N$ denotes the number of dimensions of $\bar{x}$. In practice, mostly linear and quadratic polynomials are regarded. The indexing function now yields:

\[
e(\bar{x}) = \bar{a}^T \cdot \bar{v}(\bar{x})
\]

\(^1\)The method can be generalised to include a wider relevance scale.

\(^2\)The output of the procedure consists of a database of triplets $(t, d, w)$ of term $t$, document $d$, and weight $w$, where $w = P(R|\bar{x}(t, d))$ is the weight of term $t$ in the document.

3 Document classifier

Using the probabilistic description-oriented representation of documents, new documents can be assigned categories. This task is performed using $k$NN or $k$-nearest neighbour classifier which works as follows [Yang 94]. Given an arbitrary document, the method ranks its nearest neighbours among training documents (a testbed of pre-categorised documents), and uses the categories of the $k$ top-ranked documents to predict the category of the new document. The similarity score of each $(k)$ neighbour document is used as a weight of its categories, and the sum of category weights over the $k$ nearest neighbours are used for category ranking.

We use a probabilistic interpretation of $k$NN; we compute the probability that a document $d$ belongs to category $c$. This probability is viewed as the probability that $d$ implies $c$, which is estimated as follows:

\[
P(d \rightarrow c) \approx \sum_{d' \in NN} P(d'|NN) \cdot P(d \rightarrow d') \cdot P(d' \rightarrow c)
\]

where $NN$ is the set of nearest neighbour documents, $P(d'|NN)$ is the normalisation factor and $P(d \rightarrow d')$ corresponds to the similarity between $d$ and $d'$. The factor $P(d' \rightarrow c)$ reflects the categorisation information available for $d'$ (which was used to build the indexing function, as described in Section 2):

\[
P(d' \rightarrow c) = \begin{cases} 
    1 & \text{if } d' \text{ belongs to } c, \\
    0 & \text{otherwise.}
    \end{cases}
\]

\[
\sum_{d' \in NN} P(d'|NN) = 1
\]
Following [Wong & Yao 95] \( P(d \rightarrow d') \) is computed as:

\[
P(d \rightarrow d') = \sum_t P(d \rightarrow t) P(t \rightarrow d')
\]

\[
= \sum_t P(t|d) P(d'|t)
\]

\[
= \sum_t \frac{P(d|t) P(t)}{P(d)} P(d'|t)
\]

where \( P(t) \) reflects the probability of a term, and is approximated by the inverse document frequency (idf) of the term. \( P(d) \) corresponds to a normalisation factor with respect to the document to be categorised (i.e., \( \sum_t P(t|d) = 1 \)). The probability \( P(d|t) (P(d'|t)) \) reflects the indexing weights of term \( t \) in document \( d \) (\( d' \), respectively).

We can see that with our probabilistic interpretation of the \( k\)NN classifier, the role of a term differs whether it occurs in a document of the test-bed or a document to be classified. In the former case, the role is expressed with a probability \( P(d \rightarrow t) \), whereas in the latter, it is expressed with a probability \( P(t \rightarrow d') \). As opposed to this the standard \( k\)NN uses a symmetric measure for the degree of similarity of a document \( d \) to another document \( d' \), i.e., a term in the document to be classified is treated in the same way as in a document of the test-bed.

This interpretation of \( k\)NN can be compared to the notion of general imaging [Rijsbergen 89]. With general imaging, the probability that \( d \) implies \( c \), \( P(d \rightarrow c) \), is computed by means of the probability \( P(d' \rightarrow c) \) for those documents \( d' \) that are closest (the imaging process) to \( d \) as given by \( P(d \rightarrow d') \).

\[ \text{Table 1 shows various statistics}^4 \text{ on the test-bed collection. A leaf document is a document found under a leaf category of Yahoo!'s Computers and Internet catalogue, whereas an inner document is one found under an inner (non-leaf) category. We have a total of 2806 categories and 18639 documents, which means that we have a mean of approximately 6.6 documents per category. This number may be changed by merging categories together if such a number does not allow for effective learning of our categorisation approach. This is possible because of the hierarchical nature of the Yahoo! catalogue.}

Only textual data was considered for indexing purpose. Therefore, images, speech, Java scripts and applets, forms, etc. were removed. A document directly referenced by a Yahoo! category (root document) was indexed on the basis of that document and the documents it links to. This was done to ensure high recall. Finally, to ensure high precision, only referenced documents that are on the same web site as the document referred by Yahoo! categories were considered. We call the root document together with documents on the same server directly referenced by the root document the radius1 document.

4.2 Evaluation method

Evaluating our categorisation tool consists of determining whether the appropriate categories are assigned to new documents. To determine this, we split the test-bed into a learning sample \( L \) and a test set \( T \) (the two sets are disjoint). The documents composing the test set are treated as the new documents to classify, whereas those composing the learning set are used for developing the indexing function, as described in Section 2. Since the documents in the test set also have categories, it can be verified whether the categories induced by our approach are the same as those originally assigned to the documents.

We define \( ca_{ij} \) where \( ca_{ij} \) is 1 if category \( c_i \) has been assigned to document \( d_j \) (of the test-bed), and 0 otherwise. The aim is to determine whether \( k\)NN assigns or not a category \( c_i \) to a document \( d_j \) of the test set, this assignment being denoted \( a_{ij} \), such that \( a_{ij} = ca_{ij} \).

\[ ^3 \text{This is especially true for documents that only contain a frameset with pointers to documents that fill the frames.} \]

\[ ^4 \text{Yahoo! changes over time. Our test-bed has been frozen on June, 1998.} \]
The evaluation is based on the classic notions of precision and recall but adapted to text categorisation: precision is the probability that, if \( d_j \) is categorised under \( c_i \) (\( a_{ij} = 1 \)), this decision is correct (\( ca_{ij} = 1 \)); recall is the probability that, if \( d_j \) should be categorised under \( c_i \) (\( ca_{ij} = 1 \)), this decision is taken (\( a_{ij} = 1 \)).

We perform a micro-averaging evaluation: the effectiveness is obtained by globally summing over all individual decisions. Let \( C \) be the set of all categories. The precision and recall values are therefore given by:

\[
\text{Precision} = \frac{\sum_{c_i \in C, d \in T} a_{ij} \cdot ca_{ij}}{\sum_{c_i \in C, d \in T} ca_{ij}}
\]

\[
\text{Recall} = \frac{\sum_{c_i \in C, d \in T} a_{ij} \cdot ca_{ij}}{\sum_{c_i \in C} \sum_{d \in T} a_{ij}}
\]

To be able to consider not only the percentage of correct decisions, but also how categories are ranked according to \( k \)NN, first we merge all the ranked categories out of \( k \)NN of all documents (this is possible because the weights leading to the ranking are normalised). Then, we compute the precision and recall values as done in information retrieval; here the relevance assessments correspond to the correct decisions.

In addition, to compare our results to others, we apply the same procedure, but we consider only the first ranked categories. By doing this, we reflect the decision as made by \( k \)NN.

### 4.3 Baseline

We require two baselines, one with which to compare the effectiveness of our description-oriented document representation for categorisation purposes, and a second one with which to compare the effectiveness of our probabilistic interpretation of the \( k \)NN classifier.

For the first baseline, documents are presented by vectors of weighted terms, where the weights are given by a standard \( tf \times idf \) indexing [Salton & Buckley 88].

For the second baseline, we use the following standard formulation of \( k \)NN ([Yang 94]). The similarity between a document \( d \) to be categorised and a category \( c \) is computed as

\[
sim'(d,c) = \sum_{d' \in NN} \text{sim}(d,d') \cdot c(d')
\]

where \( NN \) is the set of the \( k \) documents \( d' \) for which \( \text{sim}(d,d') \) (the similarity between \( d \) and \( d' \)) is maximum. The function \( c(d') \) yields 1 if document \( d' \) belongs to category \( c \), and 0 otherwise. The document \( d \) is categorised by the category \( c \) with the highest \( \text{sim}'(d,c) \) value. \( \text{sim}(d,d') \), the similarity score between documents, is the cosine function [Salton & Buckley 88].

### 4.4 Settings for the experiments

We describe the settings of our experiments. Each parameter is given along with its domain, i.e. its set of possible values.

Document \{ \text{root, radius1} \}. The representation of a document can be based on the web page directly referenced by Yahoo! only (root strategy), or on the root document and those it links to on the same web site (radius1 strategy).

Category \{ \text{top, all} \}. The outcome of any experiments can be evaluated in several ways. The evaluation can be based on perfect match (all) or partial match. An extreme strategy in the partial match case is to consider the top 25 categories only (top). In our experiments we consider the top 25 categories only, since the statistics showed that the number of documents per category in our test-bed is very low.
**Relevance description vector** We have defined ten attributes forming the relevance description vector:

- \( x_1(t, d) = 1 \) if term \( t \) is the most frequent term in document \( d \); otherwise \( x_1(t, d) = 0 \);
- \( x_2(t, d) \) is the number of terms in document \( d \);
- \( x_3(t, d) \) is the number of distinct terms in document \( d \);
- \( x_4(t, d) \) is the frequency of term \( t \) in document \( d \);
- \( x_5(t, d) = 1 \) if term \( t \) appears in the title of document \( d \); otherwise \( x_5(t, d) = 0 \);
- \( x_6(t, d) = 1 \) if term \( t \) is highlighted in document \( d \) (bold, emphasised, etc.); otherwise \( x_6(t, d) = 0 \);
- \( x_7(t, d) = 1 \) if term \( t \) appears in a heading in document \( d \); otherwise \( x_7(t, d) = 0 \);
- \( x_8(t, d) = 1 \) if term \( t \) appears in the first paragraph of document \( d \); otherwise \( x_8(t, d) = 0 \);
- \( x_9(t, d) = 1 \) if \( t \) appears in the root node of document \( d \); otherwise \( x_9(t, d) = 0 \);
- \( x_{10}(t, d) \) is the inverse document frequency for term \( t \), that is the number of documents in which \( t \) occurs.

Note that some features depend on both the term and the document, whereas others depend only on the term, or on the document. Some features may be better than others for deriving the probabilistic indexing weights for web documents. We can use any subset of the ten features. Also, the computation of a feature can be modified, for example to include normalisation and logarithm values, which are known to increase indexing effectiveness in information retrieval.

**Polynomial structure** \{ power set of set of components of complete quadratic polynomial \}. The set of components of the complete quadratic polynomial depends on the dimension of the relevance description vector. In our experiments, we use a linear polynomial structure.

**Query term selection** For efficiency reasons, we do not consider all terms in large query documents when categorising such documents. Therefore only the top 50 terms are taken (i.e. those terms with the highest query term weights).

5 Results and analysis

To obtain some initial results about the effectiveness of our categorisation approach, we carried out a number of experiments. The results are presented first. We analyse them in Section 5.4.

We considered about 70% of the test-bed as learning documents (used in the learning phase); the other 30% of the documents were taken as test documents, i.e. as input to the \( k \)NN classifier.

We decided to set the category parameter for our preliminary evaluation to **top** because setting them to **all** leads to very low effectiveness for both the baseline indexing and our probabilistic indexing. The average precision for the baseline is 2.45% and for the probabilistic description-oriented indexing 2.13%. With such low results, proper comparison, and hence enhancement, is not possible. Only results that are either positive or allow us to draw some conclusions are presented and discussed.

5.1 Probabilistic indexing vs. baseline indexing

Figure 1 shows the results obtained with our description-oriented indexing approach and the baseline \( tf \times idf \) indexing. Here we considered the **radius1** documents. The average precision for the probabilistic indexing is 31.39% and for the baseline 31.05%. For the first ranked categories we obtain a precision of 36.5% for the probabilistic indexing and for the baseline 33.57%.

![Figure 1: Probabilistic indexing vs. baseline indexing, radius1](image-url)
5.2 Probabilistic vs. standard kNN

In Figure 2 we compare results obtained with our probabilistic interpretation of kNN (Section 3) to results obtained with the standard kNN (Section 4.3). The average precision for our interpretation of kNN is 26.81%, whereas it is 25.94%. For the first ranked categories we obtain a precision of 15.45% for the probabilistic kNN and 13.18% for the standard kNN. This experiment has been performed considering the root document nodes only.

![Figure 2: Probabilistic vs. standard kNN, root](image)

5.3 radius1 vs. root documents

In Figure 3 we compare the results obtained from using radius1 documents to results obtained from using root documents. For both experiments we use our probabilistic indexing as well as the probabilistic interpretation of kNN. For radius1 we reach an average precision of 31.39% (first-rank precision 36.5%), for root a precision of 26.81% is achieved (first-rank precision 15.45%).

![Figure 3: radius1 vs. root documents](image)

5.4 Analysis an comparison to related work

Our results are poor when compared to those obtained in text categorisation applied to standard information retrieval test collections. For example with the Reuters text categorisation test collection people achieve average precision values between 70 and 80% (see e.g. [Yang 99]). However recent work from [Chakrabarti et al. 98] shows a precision of 32% for a term-based classifier applied to a part of the Yahoo! catalogue. We can see that specific problems occur for the automatic categorisation of web documents:

- **Low quality of web documents** The quality of web documents is low compared to that of documents used in a controlled environment (e.g. papers in a proceedings). Web documents contain more typing errors and can be written in a very sloppy style.

- **Inconsistency of classification** The classification of the documents in Yahoo! (our test-bed) is not done as rigorously as that in other subject-oriented browsing tools (e.g., news from the Reuters news agency).

We can still draw some specific conclusions regarding our approach for automatically categorising web documents.

In earlier experiments (not presented here), we categorised web documents with respect to 2806 categories. The results were very low (very few documents were correctly categorised). The average precision of the baseline indexing and the probabilistic indexing was low; in addition the description-oriented approach did not perform significantly better than the baseline method. The main reason for this is that the learning sample is small (it consists of 11,699 documents) which means that the indexing function has to be developed from approximately 4.2 documents per category.

This means that the learning sample (the set $L$) does not provide enough indicative relevance data to build the indexing function. Most pairs of documents $d$ and $d'$ that have common terms belong to different categories, so the values $r(d, d')$ are mostly set to $R$. We have a very small number of pairs of documents $d$ and $d'$ such that $r(d, d') = R$. To allow for a better training phase, we need to adopt a merging strategy. We are currently investigating other ways to construct the learning sample that contains more instances of pairs of documents $d$ and $d'$ where $r(d, d') = R$. One approach that is currently being implemented is to set $r(d, d')$ to $R$ if (1) $d$ and $d'$ belong to the same category and (2) the category associated with $d$ is a direct or indirect sub-category of $d'$ and vice-versa.

When we evaluate our results using the top categories we can see that our experiments show promising results. We can already see that using our probabilistic indexing as a basis to categorise web documents gives slightly better results than the standard $tf \times idf$ indexing. Not only we have a theoretical justification for our probabilistic retrieval function, but also experimental indication that this retrieval function is effective. Furthermore, the results obtained with the radius$^1$ and root node indexing show that, for categorisation purposes, a web document should be indexed by considering its content and the content of web documents that are linked from it.

6 Conclusion and future work

In this paper, we presented and evaluated an approach to automatically categorise web documents. Our approach is based on a probabilistic description-oriented indexing: it takes into account features specific to web documents, and features standard to text documents. Using the probabilistic indexing, new documents are categorised using a probabilistic interpretation of the $k$-nearest neighbour classifier.

Our main conclusion is that our probabilistic description-oriented indexing approach promises effective results, although further experiments are needed to refine our categorisation tool. Many variants of our approach can be experimented with. In particular, (1) choice of the polynomial structure, (2) selection and calculation of the features, and (3) deriving more indicative data for developing the indexing function. Note that these are only possible with our description-oriented approach, thus giving us more scope to refine our categorisation tool.
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