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Abstract

This ICB Research Report constitutes the proceedings of the Third International Workshop on Variability Modelling of Software-intensive Systems (VaMoS’09), which was held from January 28–30, 2009 at the University of Sevilla, Spain.
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1 Message from the Organizers

Welcome to the third International Workshop on Variability Modelling of Software-intensive Systems: VaMoS’09!

Previous VaMoS workshops have been held in

- Limerick (2007) and
- Essen (2008).

The aim of the VaMoS workshop series is to bring together researchers from various areas of variability modelling in order to discuss advantages, drawbacks and complementarities of the various variability modelling approaches, and to present novel results for variability modelling and management.

Continuing the successful format of the two previous VaMoS workshops, VaMoS 2009 will be a highly interactive event. Each session will be organized in such a way that discussions among the workshop participants will be stimulated. We hope that VaMoS will trigger work on new challenges in variability modelling and thus will help to shape the future of variability modelling research.

VaMoS’09 has attracted 32 submissions of authors from 15 countries. Each submission was reviewed by at least three members of the programme committee. Based on the reviews, 18 submissions have been accepted as full papers and 4 submissions have been accepted as short papers documenting tool demonstrations.

We like to extend our gratitude to all the people who spent time and energy to make VaMoS a success. VaMoS’09 would not have been possible without their efforts and expertise. We are thankful to Don Batory who accepted our invitation to give a keynote talk on “Dimensions of Variability in Software Product Lines”. We cordially thank all the members of the VaMoS programme committee for devoting their time to reviewing the submitted papers. We are grateful to the people who helped preparing and organizing the event, especially Sergio Segura, Pablo Trinidad, Adela del Río, Octavio Martín and Manuel Resinas. Finally, we thank the sponsors of VaMoS: The University of Sevilla, The University of Leipzig and the University of Duisburg-Essen.

Enjoy VaMoS 2009 and a beautiful Sevilla!

The VaMoS organizers

David Benavides   Andreas Metzger   Ulrich Eisenecker
2 Organization
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Jürgen Börstler, Umeå University, Sweden
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Tomoji Kishi, Japan Advanced Institute of Science and Technology
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Dirk Muthig, Fraunhofer IESE, Germany
Linda Northrop, SEI, USA
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Antonio Ruiz-Cortés, Universidad de Sevilla, Spain
Camille Salinesi, University of Paris 1-Sorbonne, France
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Steffen Thiel, Lero, Limerick, Ireland
Frank van der Linden, Philips, The Netherlands
Jilles van Gurp, Nokia Research, Finland
Matthias Weber, Carmeq GmbH, Germany
Liping Zhao, University of Manchester, UK
3 Workshop Format

As VaMoS is planned to be a highly interactive event, each session is organized in order to stimulate discussions among the presenters of papers, discussants and the other participants. Typically, after a paper is presented, it is immediately discussed by two pre-assigned discussants, after which a free discussion involving all participants follows. Each session is closed by a general discussion of all papers presented in the session. For VaMoS, each of the sessions will typically consist of two paper presentations, two paper discussions, and one general discussion.

Three particular roles, which imply different tasks, are taken on by the VaMoS attendees:

1) Presenter
A presenter obviously presents his paper but additionally will be asked to take on the role of discussant for the other paper in his session. It is highly desired that – as a presenter – you attend the complete event and take an active part in the discussion of the other papers. Prepare your presentation and bear in mind the available time, which is 15 min for the paper presentation.

2) Discussant
A discussant prepares the discussion of a paper. Each paper is assigned to two discussants (typically the presenter of the other paper in the same session and a presenter from another session). A discussant’s task is to give a critical review of the paper directly after its presentation. This task is guided by a predefined set of questions that are found in the discussion template provided by the VaMoS organizers.

3) Session Chair
A session chair’s tasks are as follows:

Before the session starts:
- Make sure that all presenters and presentations are available.
- Make sure that all discussants are present and that they have downloaded their discussion slides to the provided (laptop) computer.

For each paper presentation:
- Open your session and introduce the presenters.
- Keep track of time and signalize the presenters when the end of their time slot is approaching.
- Invite the discussants and organize the individual paper discussions, i.e., ensure that the discussion is structured.
- Close the paper discussion and hand over to the next presenter.

After the last presentation:
- Lead through and moderate the general discussion.
- Finally, close the session when the allotted time has elapsed.
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Dimensions of Variability in Software Product Lines

Don Batory
Department of Computer Science
University of Texas at Austin
Austin, Texas 78712
batory@cs.utexas.edu

Abstract

Transformation-based program synthesis is a hallmark of automated program development. Some time ago, we discovered that the design of a program could be expressed as a matrix of transformations, where both rows and columns represented features. The technique was called Origami, as the matrix was folded in precise ways (thereby composing transformations) until a scalar was produced. This scalar defined an expression (a composition of transformations) that, when evaluated, synthesized the program. Origami generalized to n-dimensional matrices, where each axis defined a dimension of variability. But we never quite understood why Origami worked.

Our research seeks principles of automated construction that can be appreciated by practitioners and that are expressed in terms of simple mathematics. This talk explains Origami by an interesting integration of diverse topics: data cubes (database technology), basic ideas from tensors and categories (mathematics), extensibility problem (programming languages), and feature interactions (software design).
Comparitive Study of Variability Management in Software Product Lines and Runtime Adaptable Systems

Vander Alves, Daniel Schneider, Martin Becker
Fraunhofer IESE
Fraunhofer Platz 1, 67663 Kaiserslautern, Germany
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Nelly Bencomo, Paul Grace
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Abstract

Software Product Lines (SPL) and Runtime Adaptation (RTA) have traditionally been distinct research areas addressing different problems and with different communities. Despite the differences, there are also underlying commonalities with synergies that are worth investigating in both domains, potentially leading to more systematic variability support in both domains. Accordingly, this paper analyses commonality and differences of variability management between SPL and RTA and presents an initial discussion on the feasibility of integrating variability management in both areas.

1. Introduction

Software Product Line (SPL) [15] and Runtime Adaptation (RTA) [35] have traditionally been distinct research areas addressing different problems and with different communities (e.g., SPLC and ICSR in the former area and Middleware in the latter). SPL deals with strategic reuse of software artifacts in a specific domain so that shorter time-to-market, lower costs, and higher quality are achieved. In contrast to that, RTA aims for optimized service provisioning, guaranteed properties, and failure compensation in dynamic environments. To this end, RTA deals mostly with dynamic flexibility so that structure and behaviour is changed in order to dynamically adapt to changing conditions at runtime.

Despite the differences, there are also underlying commonalities with synergies that are worth investigating across both domains. For instance, in terms of commonalities, both areas deal with adaptation of software artifacts: by employing some variability mechanism applied at a specific binding time, a given variant is instantiated for a particular context. Accordingly, the research community has recently begun to explore the synergies between these two research areas.

On the one hand, motivated by the need of producing software capable of adapting to fluctuations in user needs and evolving resource constraints [27], SPL researchers have started to investigate how to move the binding time of variability towards runtime [4, 11, 33], also noticeable in the research community with even specific venues, such as the Dynamic Software Product Line (DSPL) workshop at SPLC, currently in its second edition. On the other hand, motivated by the need of more consolidated methods to systematically address runtime variability, RTA researchers have started to investigate leveraging SPL techniques [24, 14, 10].

Nevertheless, in either case, a refined and systematic comparison between these two areas is still missing. Such comparison could help to explore their synergy with cross-fertilization that could lead to more systematic variability support in both domains.

In this context, this paper presents two key contributions:
- it analyses commonality and differences of variability management between SPL and RTA. We define variability management as the handling of variant and common artifacts during software lifecycle including development for and with reuse. We choose variability management because we see it as the common denominator for exploring synergies between SPL and RTA;
- it presents an initial discussion on the feasibility of integrating variability management in SPL and RTA.
The remainder of this paper is structured as follows. Sections 2 and 3 briefly review conceptual models for variability management in SPL and RTA. Next, Section 4 presents comparison criteria and compares variability management between SPL and RTA approaches. Section 5 then discusses potential integration of SPL and RTA. Related work is considered in Section 6, and Section 7 offers concluding remarks.

2. Software Product Line Variability Management

There are different approaches for describing SPL variability, for instance Orthogonal Variability Model [38] and PuLSE’s meta-model [7]. In this work, we comply with the latter, since it has been applied in research and industrial projects for years. In particular, Figure 1 depicts the conceptual model for a SPL, with a focus on variability management. The figure is based on a simplified version of the meta-model proposed by Muthig [36], highlighting some parts of the instantiation process and the actors involved.

A SPL comprises a set of products and a SPL infrastructure developed in a specific domain. The first are developed by the application engineer, whereas the latter are developed by the domain engineer and are reused in more than one product. The SPL infrastructure consists of SPL assets, which in turn comprise a decision model and SPL artifacts. A special kind of PLAsset is the PLArchitecture, which represents the SPL reference architecture. SPL artifacts are generic SPL artifacts, i.e., they embed variation points which have an associated binding time and can be described according to a given mechanism. A decision model represents variability in a SPL in terms of open decisions and possible resolutions. In a decision model instance, known as Product Model, all decisions are resolved, which is used to instantiate a specific product from SPL artifacts [6].

A product consists of product artifacts in a given context. A product artifact is an instance of SPL artifacts and comprises Variants, which in turn are instances of variation points after these have been resolved by the decision model, when the application engineer configures this model into the product model.

Binding time refers to the time at which the decisions for a variation point are bound [32]. Examples of binding time are pre-compilation, compilation, linking, load, or runtime. Traditionally, SPL has been used mostly without the latter binding time. Therefore, in those cases, with instantiation of the product, variability is bound and a specific running application is obtained. Variation points and decision models then do not persist in the generated product.

Another artifact that does not persist in the generated product is context. We adopt the general definition of context proposed by Dey et al. [18]: “Context is any information that can be used to characterize the situation of an entity. An entity is a person, place, or object that is considered relevant to the interaction between a user and an application, including the user and the application themselves”. For example, context can be language or regulations. Although context is considered during domain analysis and is used by the decision model, it is not explicitly integrated into the instantiated product. Further, it is often not formally represented; rather, it is usually informally available to the domain and application engineers in non-computable form [17].

Since variation points, decision models, and context usually do not exist in the instantiated SPL products, switching from one product to another product is only possible at earlier binding times. The corresponding transition then is not from one variant to another, but from the design space to a variant and requires direct intervention of the application engineer.

3. Runtime Adaptation Variability Management

In this paper, an adaptable system is a system that can be changed at runtime to better meet users’ needs, and an adaptive system is a systems that changes by itself at runtime. The discussion in this paper focuses more in adaptive systems. The domain model for runtime adaptation showing the concepts that are relevant to this paper is depicted in Figure 2. The domain model is based on previous work on developing Dynamically Adaptive Systems (DASs) in middleware research [10, 26]. We define a DAS as a software system with enabled runtime adaptation. Runtime adaptation takes place according to context changes during execution. Example of DASs we have developed at Lancaster University are the adaptive flood warning system deployed to monitor the River Ribble in Yorkshire, England [30, 29, 10]; and the service discovery application described in [16]. The figure serves as a conceptual model to help explain the description that follows.

A Reference Architecture addresses specific solution Domains, such as routing algorithms, networking technologies, and service discovery. The Reference Architecture is specified by the Domain Engineer. DAS will typically employ a number of System Variants, which are sets of Component Configurations. Different component configurations can result in different connection topologies (compositions) as well as in different “internal” behaviour (parameters). Dynamic adaptation is achieved via transitions between Component Configuration variations over time; for example, components being added, removed and replaced, as the DAS adapts based upon environmental context changes. In any case, every Component Configuration must conform to
the Reference Architecture, which describes the structural commonalities of a DAS that always hold.

In addition to models describing the configuration space at runtime, we require means to identify situations when to adapt and which configuration to choose. This is represented in Figure 2 by the transitions. A transition starts in a previous system variant and ends in a next variant. Transitions occur due to Triggers. Triggers are specified by the Application Engineer in terms of conditions of environment and context. We distinguish between two different types of approaches on how the best system variant can be determined [41]:

1. Rule-based approaches [10, 41, 43] usually have the “Event-Condition-Action” (ECA) form and hence distinctly specify when to adapt and which variant to choose. Such approaches are widely spread in the domains of sensor computing, embedded systems, and mobile computing. One reason is that such systems need to rely on lightweight approaches due to the inherent scarcity of resources (e.g., processing time, power supply) and must be deterministic. The rule sets are usually to be specified at design time. However, rules can also be added during execution [10].

2. Goal-based approaches [28, 34, 39] equip the system with goal evaluation functions in order to determine the best system variant under current circumstances. Neglecting available optimization strategies, the brute force approach would determine and evaluate all currently valid system variants and choose the variant that meets best the given goals. Thus, goal-based adaptation can be more flexible than rule-based adaptation and it is more likely that optimal configurations can be identified, albeit at a higher resource usage.

For example, reconfiguration policies can take the form of ECA rules. Actions are changes to component configurations while events in the environment are notified by a context manager. System Variants will change in response to changes of Environment Variants. Environment Variants represent properties of the environment that provide the context for the running system. Different values associated with these properties define the possible triggers of the transitions. System Variants represent different configurations permissible within the constraints of the DASs Reference Architecture. Environment Variants are specified by Domain Engineers. The variation points associated with the component configurations are specified using orthogonal variability models [38], which are not described in Figure 2 but addressed elsewhere [10]. For the DAS to operate in the context of any Environment Variant, it needs to be configured as the appropriate System Variant.

Dynamic reconfiguration can be performed via the dy-
namic composition of components at runtime. However, the methodology is equally applicable to other runtime composition mechanisms, e.g., dynamic AOP.

In RTA, systems may need to adapt to the prevailing situation on their own. Therefore, there needs to be runtime models defining when and how to adapt. Further, there needs to be a notion of context, as acceptable configurations strongly depend upon the prevailing situation. We consider the following aspects as typical drivers for runtime adaptation: changes in required functionality and Quality of Service (QoS), including dependability, changes in the availability of services and resources, and occurrence of failures.

4. Comparison of Variability Management between SPL and RTA

After briefly presenting conceptual models of variability for SPL and RTA in Sections 2 and 3, respectively, we now compare both domains. First, we present comparison criteria (Section 4.1) and then perform the comparison (Section 4.2). The result of the comparison is later discussed in Section 5 for potential synergies.

4.1 Comparison Criteria

With the goal of identifying synergy points in variability management between SPL and RTA, the comparison criteria we use are based on previous work by Becker et al. [8] and by McKinley et al. [35], both in the context of RTA, and on the taxonomy proposed by Svahnberg et al. [40] in the context of SPL. The criteria are as follows:

- **Goal**: addresses the goal(s) of variability. If there is no goal or driver for variability, the rest of the criteria are irrelevant. Goals are generally expressed as statements over a variability driver. Some examples of variability drivers are the following: functionality, quality (dependability), resources (e.g., CPU, memory, communication, display, time, energy), context (e.g., regulation, culture, language). A goal, for instance, is to improve dependability or optimize resource usage;

- **Binding time**: time when the variability decisions are resolved, e.g., pre-compilation, compilation, linking, load, or runtime;

- **Mechanism**: a software development technique that is used to implement a variation point, e.g., parametric polymorphism, subtype polymorphism, design patterns, aspects, conditional compilation, reflection,
selection of one among alternative implementations, frames;

- **Who**: defines who resolves the variability decisions. It can be the domain engineer, the application engineer, the user, or the application itself;

- **Variability Models**: define the models that have variation points or that control adaptation, e.g., decision model, reference architecture, PLArtifact, reconfiguration policies.

### 4.2 Comparison Results

According to the comparison criteria presented in the previous section, Table 1 compares variability management in RTA and SPL.

In terms of **goals**, although the fulfillment of functional and non-functional requirements is common in both SPL and RTA, SPL has focused more on providing fulfillment of functional requirements than RTA, and RTA has focused more on improving QoS than SPL. However, recently there has been a trend for SPL research to address QoS more closely [9, 22, 21, 24], which still remains an open issue and thus an explicit submission topic in key venues, e.g., SPLC09 [1]. Conversely, in RTA plugin architectures or component frameworks have enabled inclusion of new functionality into systems, e.g., web browser plugins.

**Binding time** in SPL has traditionally been at pre-compile, compile, and link time, whereas in RTA variability has been achieved at load time when the system (or component configuration) is first deployed and loaded into memory, and more commonly at runtime after the system has begun executing. The earlier binding in SPL usually allows for some static optimization and is thus usually more suitable for resource constrained systems, whereas the late binding time in RTA favors flexibility instead. Nevertheless, as mentioned previously, binding time in SPL has started to shift also to runtime in the context of DSPLs. Additionally, SPLs have also been built with flexible binding times, i.e., variation points that can have different binding times and binding times selected based on domain-specific context [12].

**SPL mechanisms** include diverse mechanisms such as conditional compilation, polymorphism, Aspect-Oriented Programming (AOP), Frames, parameterization, for example [3], and can be classified according to introduction times, open for adding variant, collection of variants, binding times, and functionality for binding [40]. On the other hand, at the core of all approaches to RTA adaptation is a level of indirection for intercepting and redirecting interactions among program entities [35]. Accordingly, key technologies are computational reflection, AOP, and component-based design. Examples of corresponding techniques are Meta-Object Protocols (MOP) [31], dynamic aspect weaving, wrappers, proxies, and architectural patterns (such as the Decentralized Control reconfiguration pattern [25]). RTA mechanisms can be described according to the taxonomy by McKinley et al. [35], which highlights how, when, and where to compose adaptations. Key technologies and techniques for RTA variability can also be used for SPL variability, but in cases where runtime binding time is not required this leads to suboptimal resource usage, since variation points persist unnecessarily. Nevertheless, not all SPL variability mechanism can be used for addressing variability in RTA, e.g., conditional compilation. Additionally, SPL mechanisms allow transitions from PLArtifact to Product Artifact at early binding time, whereas in RTA transitions occur from component configuration to another component configuration at runtime.

In SPL it is the application engineer who is responsible for resolving and implementing variability decisions. This includes the instantiation of corresponding PLArtifacts (with aid of the decision model), the development of product-specific artifacts and their integration. The responsible entity in RTA depends on the actual binding time. It is an expert/user at load time and the system itself at runtime. Consequently, the system requires means to perform the role of the application engineer during runtime (and partially so at load time), when, due to context changes, reconfiguration is necessary so that a new variant is generated. As mentioned in Section 3, the application engineer in RTA only specifies the triggers, but does not actually perform the adaptation. Instead, triggers themselves play this role.

In terms of **variability models**, SPL involves using mechanisms to adapt PLArtifacts according to the decision model, whereas RTA mechanisms adapt System Variants according to the configuration models and the reconfiguration policies. These variants are then an instance of the Reference Architecture. RTA variability models are inherently available at runtime, thus requiring an explicit and computationally tangible representation of all such artifacts, whereas variability SPL artifacts in general do not have a runtime representation and are often expressed informally.

### 5. Analysis and Potential Synergy

Based on the comparison from the previous section, we can now highlight some commonalities between SPL and RTA variability management. This is essential to foster potential synergy and cross-fertilization of best practices in both research areas, which is feasible given the recent interest in DSPLs [27].

As mentioned in Section 4.2, the distinction between variability management **goals** of both areas has become blurred. Since SPL now addresses QoS more commonly,
it could benefit from well-established techniques for guaranteeing QoS at runtime that have been used in RTA. For example, Adapt [23] is an open reflective system that inspects the current QoS and then uses MOPs to alter the behaviour of the system through component reconfiguration if the required level of service is not maintained. Additionally, hybrid feature models, incorporating both functionality and QoS have also been proposed, e.g., by BeNavides [9, 22, 21]. Conversely, RTA can use models for describing variability, such as enhanced versions of feature models [33] suitable for dynamic reconfiguration. Nevertheless, in this latter, there is still the challenge of addressing QoS issues [33].

Runtime binding time is on the focus of current research in SPL [33, 42, 4] and could leverage corresponding mechanisms in RTA. Wölfinger et al. [42] demonstrate the benefits of supporting runtime variability with a plug-in platform for enterprise software. Automatic runtime adaptation and reconfiguration are achieved by using the knowledge documented in variability models. Wölfinger et al. use the runtime reconfiguration and adaptation mechanism based on their own plug-in platform, which is implemented on the .NET platform.

In addition to the focus on runtime binding time in SPL, the transition itself towards runtime binding has also led to interest in binding time flexibility, whereby a variation point can be bound at different times [12, 19, 20]. The motivation is to maximize reuse of PLArtifacts across a larger variety of products. For instance, a middleware SPL could target both resource-constrained devices and high-end devices, and one variation point in this SPL could be the choice of a specific security protocol. For resource-constrained devices, small footprint size is more important than the flexibility of binding the variation point at runtime and thus the variation point is bound early with a specific security protocol. On the other hand, for high-end devices such flexibility is important and outweighs the incurred overhead (e.g., memory, performance loss due to indirection) of runtime binding of that variation point and thus the same variation point is bound at runtime depending on potential security threats or communication/throughput goals. Indeed, current research has proved the feasibility of implementing binding time flexibility, by using design patterns to make the variation points explicit and aspects to modularize binding time-specific code [12].

Although the relevance of binding time is well acknowledged [17], a concrete method for selection of the appropriate one and related to specific mechanisms is still missing. Such a method could leverage well-established practices in SPL and RTA, thus helping to explore their synergies.

Bindig time flexibility has increased the importance of models in RTA and SPL, e.g., DSPLs. For example, at earlier binding time, it is also important to model context in a more explicit and precise way, so that a decision about binding time can be made. Although acknowledged by traditional Domain Analysis, this has been represented informally and implicitly by the domain engineer. Conversely, in RTA, at later binding times, the decision model and context are still needed to decide on adaptation. Accordingly, for example, recent research also leverages the use of decision models at runtime [11]. Nevertheless, there remains the challenge of improving reasoning over this model at runtime. Conversely, the development of Reference Architecture in RTA could benefit from well established Domain Engineering approaches in SPL. This will help to discipline the process and leverage tested practices for building reusable artifacts. In particular, modern SPL component-based development processes such as Kobra [5] have features such as hierarchy model composition and refinement, and these could be enhanced with quality descriptions to be leveraged in RTA, thus helping to tame complexity.

The commonality among some models between SPL and RTA, the flexibility of binding time, and the blurredness of goals suggest that a holistic development process, exploring the synergies between SPL and RTA, would be beneficial to both domains. Particularly from the viewpoint of the RTA domain, there is still a general lack of appropriate engineering approaches. Accordingly, Adler et al. [2] introduced a classification with respect to the maturity of RTA approaches in three different evolution stages. In the state

<table>
<thead>
<tr>
<th>Criteria</th>
<th>SPL</th>
<th>RTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal</td>
<td>Focus on functional requirements</td>
<td>Focus on improving QoS while maintaining functional requirements</td>
</tr>
<tr>
<td>Binding time</td>
<td>Mostly Pre-process/Compile/Linking</td>
<td>Load time/Runtime</td>
</tr>
<tr>
<td>Mechanism</td>
<td>e.g., conditional compilation, polymorphism, AOP, Frames, parameterization</td>
<td>e.g., MOP, dynamic aspect weaving, wrappers, proxies</td>
</tr>
<tr>
<td>Who</td>
<td>Application Engineer</td>
<td>Expert/User, Application itself</td>
</tr>
<tr>
<td>Variability Models</td>
<td>Decision Model, PLArtifact</td>
<td>Reference architecture, System Variant, Variability rules</td>
</tr>
</tbody>
</table>

Table 1. Comparison of Variability Management between SPL and RTA.
of the practice, adaptation is usually used implicitly, without dedicated models at development time or even at runtime (evolution stage 1). In the current state of the art, some approaches emerged which use distinct models for variability and decision modelling (evolution stage 2). This naturally helps coping with the high complexity of adaptive systems by making them manageable, i.e., by supporting the modular and hierarchical definition of adaptation enabling the model-based analysis, validation, and verification of dynamic adaptation. The existence of a dedicated methodology enabling developers to systematically develop adaptive systems is considered as a further evolution step (evolution stage 3).

A holistic model-based engineering approach would naturally also benefit from the whole range of typical gains brought by model-driven engineering (MDE) approaches (i.e., validation, verification, reuse, automation). As for any other software engineering approach it is particularly possible to analyze and to predict the quality of the adaptation behaviour to enable systematic control of the development process. In our opinion, the combination of SPL and RTA approaches could bear a significant step in this direction. Further, the benefits of the combination would also include more consistent handling of variability across the binding timeline and leverage of modelling and analysis techniques across both domains.

6. Related work

Indeed, describing potential synergy between variability in SPL and RTA is not new. For instance, each system configuration can be considered as a product in a SPL in which the variability decisions necessary to instantiate the product are made at runtime [25]. Cheng et al. [13] present a roadmap for engineering Self-Adaptive Systems, where they suggest that technologies like: model driven development, AOP, and SPL might offer new opportunities in the development of self-adaptive systems, and change the processes by which these systems are developed. In contrast to these works, we explore this synergy in the context of our concrete experience in the SPL and DAS domains and highlight some points that lead to further research.

Gokhale et al. [24] propose an initial approach for integrating Middleware with SPL, focusing on the use of feature-oriented programming and model-driven development tools for uncovering and exploring the algebraic structure of middleware and handling runtime issues such as QoS and resource management. Classen et al. [14] identify limitations in domain engineering in current SPL research and propose a research roadmap for the integration of SPL and RTA, based on the key concepts of context, binding time, and dynamism. Similarly to these works, we highlight QoS challenges and the role of models, in particular context and decision model; in contrast, we additionally discuss challenges regarding binding time flexibility.

The availability of decision models at runtime is regarded as an essential property of the synergy between SPL and RTA. Anastasopoulos et al. [4] investigate the benefits of applying SPL in the context of the Ambient Assisted Living domain [37], in which systems have to be highly adaptive, proposing a roadmap for its use. As in our work, they identify the need to focus on runtime variability and to provide an execution environment that enables management and automatic resolution of decision models at runtime. Their work additionally proposes corresponding realization techniques and a component model. Cetina et al. [11] propose a method for developing pervasive applications using SPL concepts and techniques. The decision model is represented at runtime and queried during system reconfiguration in order to address new user goals. Differently, we also identify challenges on achieving binding time flexibility.

7. Conclusion

We performed a comparative study of variability management between SPL and RTA with the aim of identifying synergy points and cross-fertilization opportunities that could lead to enhanced variability management in both domains. Based upon meta models for each of the two domains and a set of general classification criteria, we identified and discussed potential synergy points. From a SPL point of view, potential synergies comprise the specification and management of QoS and dependability properties, a more systematic approach towards variable binding time, and the formalization of context information and its relation to product variants and their properties. From the perspective of RTA, well-established variability modelling in the SPL domain promises to be a valuable basis for the definition of appropriate models at runtime as they are required in adaptive systems. We believe that addressing these synergy points would be best exploited by the definition of a holistic model-based engineering approach, which we plan to refine in future work.

Although the comparison criteria used here are rather high-level, they are useful to structure the discussion and identify synergy points. Indeed, a more fine-grained comparison is needed, so that the two research areas can effectively benefit from each other. However, such a comparison is outside the scope this paper and is considered as future work.
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Abstract

Configuration Management procedures are crucial for controlling the evolution of software products. In the context of Software Product Lines this becomes even more important since the development process consists of two parallel activities – Core asset and product development – and hence is more complex. This paper defines a set of Configuration Management procedures for Software Product Lines as well as an automation layer that facilitates their implementation.

1. Introduction

Product Line Engineering (PLE) is a paradigm on the rise that comes with true order-of-magnitude improvements in cost, schedule and quality [3]. For achieving these improvements it is necessary that an initial investment is made in terms of establishing systematic reuse. Naturally every organization expects that such an investment (a) amortizes quickly and (b) persists during the evolution of a product line.

Amortization is supported by solutions, such as the approach in [1], that address the proactive planning of product line reuse, so that expected benefits and their timing are clarified in advance. Or, there are techniques [2] that support the development for reuse in a product line context so that reusable artifacts are easier to implement and reuse. However, when it comes to evolution of a product line over the time, there is currently no consensus regarding the approach to be followed.

1.1. Problem Statement

Currently, there is no established solution that addresses all three essential product line activities identified in [3]. These activities are:
- Core Asset Development (also known as Family Engineering): In this activity the core assets are being developed and evolved, that is the assets to be reused across the different members of the product line.
- Product Development (also known as Application Engineering): In this activity core assets are reused, that means that so-called core asset instances are being derived and then evolved. In addition product-specific assets are being developed. Reuse entails configuration, derivation and finally adaptation. The resulting core asset instances together with product-specific assets form the products to be delivered to customers.
- Management: This involves organizational and technical management. A major issue here is the definition and monitoring of the processes used for developing core assets and products. This activity is crucial for evolution management.

A recent analysis of several industrial product lines [4] has shown that in most cases Core Asset and Product Development are separate activities with separate lifecycles, which run in parallel. If the interactions between these activities are not enforced and properly managed the risk of product line “decay” grows [19, 20, 24]. The latter can be defined as the aggravating situation, in which core asset reuse diminishes while the amount of product-specific assets grows. Such a situation can have several negative side-effects including the exponential growth of maintenance effort over time and finally the failure of a product line effort.
For the avoidance of product line decay, special attention must be paid to the Management essential activity. This paper provides solutions that directly contribute to that.

1.2. Solution Approach

The solution presented in the following is based on configuration management, which is an established management discipline for controlling the evolution of software systems. Since traditional configuration management does not address special aspects pertaining to product lines, a set of extensions are proposed to fill the respective gaps. The solution is made up of two components.

- RiPLE-EM: A process model that describes the roles, activities and flows that are necessary for a disciplined product line evolution management.
- Customization Layer: An automation layer that (a) defines basic product line evolution activities, (b) defines an asset model for the management of core asset / instance dependencies and (c) automates many of the manual steps that would be otherwise necessary if plain configuration management was used.

As shown in Figure 1 RiPLE-EM builds on top of the Customization Layer thereby using and coordinating the basic product line evolution activities defined therein. The Customization Layer in turn builds on a Configuration Management Repository in particular on the available version control functionality.

2. Related Work

Related work on evolution management for product lines can be separated in two areas: (a) related work on process models and (b) related work on technologies. Normally process models and technologies should be closely related. Process models should be genuine reflections of the evolution processes that are supported by technologies. However such a contribution is not yet available in the community and therefore the separate observation of the two areas is necessary.

2.1. Process Models

Besides PuLSE-EM, which was discussed in section 1.2, there are several other process models for PLE such as KobrA [5] and FAST [6] but as mentioned in the introduction, there is no established solution regarding evolution management processes. Most of the existing process models address PLE, but do not provide any detailed activity flow for conducting and coordinating evolution activities.

The research projects ESAPS [21] and CAFÉ [22] also discussed evolution management approaches mainly in terms of change management and change impact analysis. Yet they do not provide any kind of workflow, or suggested activities. The process model proposed by this paper differs from these existing approaches by defining workflows with activities, steps to accomplish each activity, roles and work products. Apart from that RiPLE-EM also provides concrete process guidelines to some of its activities.

Some isolated guidelines on how to conduct evolution management activities and procedures are available in different papers, mainly in the form of experience reports such as [23] and [24]. However, there is no compilation of these guidelines and best practices in the form of a process model definition, which helps in enabling the coordination of these
activities in a uniform way, and providing a common understanding of the proposed activities execution.

2.2. Technologies

Among the different product line implementation technologies there are currently two major tool-based solutions that explicitly discuss the evolution of product lines. However these technologies do not address the full-fledged product line scenario characterized by the interplay of core asset and product development.

The first solution is available through the GEARS software production line [7]. The latter is defined [8] as a special kind of product line, in which product development is not in the focus of the product line infrastructure. GEARS provides the methodology and tools for the specification of variability as well for the definition, realization and instantiation of the respective core assets. However, once generated, the instances of core assets are transient work products and GEARS does not deal with their evolution. If changes are necessary they are performed only within the infrastructure. Instances can then be re-generated. GEARS is an interesting solution when the separation of core asset and product development is not necessary or feasible. This can be the case in smaller or medium-sized organizations. Apart from that, and although GEARS supports integration with various configuration management systems, the mechanisms of storing and retrieving versioned data have not been published yet. The approach presented in this paper automates in a well-defined way a series of configuration management operations for controlling core assets and instances.

GEARS falls into the category of variability management environments. The Decision Modeler [2], pure:variants [10] or COVAMOF [11] are comparable solutions. Nevertheless those solutions do not address the evolution issues explicitly and therefore they can be used only in conjunction with a configuration management solution (more on that in section 4.6).

The second solution comes with the KOALA component model and according infrastructure [9]. This solution also addresses a special kind of product line termed product population. In this case the reuse infrastructure consists of KOALA components, which are highly reusable core assets according to the principles of component-based development [12]. A product based on KOALA is derived through composition of KOALA components. Since the derived products can be very dissimilar one speaks of product populations instead of product lines. Hence KOALA components can be seen both as core assets and instances depending on the timing of component composition. KOALA does not need to address the issue of coordination between core asset (i.e. component) development and product development (i.e. component composition). That is due to the fact that the application of component-based development principles in KOALA achieves a very high reuse level. The latter makes the adaptation of components unnecessary. Therefore change requests from the products can be directly propagated to the component development thereby yielding new versions of components. KOALA is therefore a very powerful approach. However it can be applied only at the component design and implementation level. This is the difference to the solution presented in this paper, where the management of core assets in general (i.e. pertaining to other lifecycle phases as well) is supported.

Apart from GEARS and KOALA, which are modern state-of-the-practice approaches in the product line community, there is also a set of research prototypes from the configuration management community that, although address evolution issues of product lines, did not fully make it to industrial practice. VOODOO [13], ICE [14], Adele [15] and the ShapeTools [16] are representative examples. The major enhancements of the solution presented in this paper against these approaches are (a) the support for the coordination between core asset and product development as well as (b) the provision of a product line evolution front end on top of an encapsulated configuration management system.

A research prototype with the most similarities to the automation solution of this paper is the Product Line Asset Manager [17]. The latter addresses most of the issues discussed in section 1 including the definition of roles, processes and models for product line evolution management. The automation solution of this paper takes a similar approach but delves deeper into the instrumentation of the underlying configuration management system and into the definition and usage of the asset model, which shows the relationships between core assets and instances.

3. RiPLE-EM

In this section, the process model for evolution management, called RiPLE-EM (RiSE2 Product Line Engineering − Evolution Management) is presented. For the reason of simplicity, we use the word “process” instead of “process model” in the following. RiPLE-EM process specifies roles, activities and flows

required for the management of evolution in a product line context.

3.1. Motivation

Processes are an important aspect of evolution management. In the product line context, where the interplay between Core Asset and Product development increases the complexity, process models are necessary to give concrete guidance to the product line stakeholders. RiPLE-EM aims at providing a semi-formal process that (a) integrates and coordinates the Customization Layer operations and that (b) surpasses that, by defining further activities for configuration identification, change management, build management and release management. The latter are fundamental functions of traditional configuration management. Hence RiPLE-EM adapts these functions to the context of product lines.

3.2. Process Model

The main characteristic of RiPLE-EM is that it is focused both on core asset and product development, in a release-oriented way. By release oriented, we mean that for each core asset or product release, a new RiPLE-EM flow is started and followed.

- **Configuration Identification**: This area identifies the artifacts to be put under evolution control. It is decided which artifacts will be developed as core assets, instances, or product specific assets.
- **Change Management**: This sub-area comprises all activities related to the change control of the configuration items. It comprises activities like requesting and analyzing changes and propagations.
- **Build Management**: All activities related to build generation are under this sub-area, which defines different types of builds (private system build, integration build and release build) and provides the steps to accomplish the build generation, taking in consideration variability and configuration matters.
- **Release Management**: This sub-area comprises both release planning and execution for core assets and products.
- **Support activities**: Further activities such as audits and status reporting.

Figure 3 illustrates the usage of RiPLE-EM in a given moment when two core assets and two products are being developed. For the proper management of the evolution, each release (of the core asset or the product) follows the RiPLE-EM respective flow (CAD for core assets and PD for products).

3.2.1. Core Asset and Product Development

As mentioned before RiPLE-EM is separated in two different flows, the RiPLE-EM for Core Asset Development (RiPLE-EM CAD or simply CAD) and the RiPLE-EM for Product Development (RiPLE-EM PD or simply PD). These two flows have similar macro structure, but the activities inside each flow have different goals.

RiPLE-EM PD focuses on the proper evolution and release of core assets, including the identification of items and the release planning of a certain core asset, change management of those items, build management when applicable (e.g. code development), and release execution practices where the core asset is made available for the product development.

The focus of RiPLE-EM PD is different from RiPLE-EM CAD. In the configuration identification, and release planning, assets to be included in the products are identified and tracked. It has a different focus in the change management, where assets can be added, or instantiated from existing core assets; in the build management, where the product is built, and all variability decisions resolved; and also in the release execution, where the product is released and published and the changes performed in the product release can be propagated back to core assets base.

The communication of CAD and PD is also considered, in both directions, in terms of change propagation. The change propagation request (PR) is...
the instrument used to initiate and control the propagation of changes between core asset and product development by the management team.

3.2.2. RiPLE-EM for Core Asset Development

As shown in Figure 4, the flow starts with the configuration identification of the core asset to be developed. The assets can be of different types, such as components, architecture, frameworks, requirements and etc. The configuration identification of the items that will be developed inside the core asset is followed by the development itself, supported by the change and build management activities. The flow finishes with the release execution of the core asset. The release planning starts right after the configuration identification and continues by monitoring the development and updating the release plan. Finally it joins the development flow at the moment of the release execution. There are also support activities such as audits that can be performed at any time during the RiPLE-EM CAD process.

Inside the change management, RiPLE-EM CAD supports the communication with product development through propagation requests (i.e. rebase core asset instances) that can be raised and further analyzed by the responsible roles. Variability changes (i.e. addition or removal of variation point) are also handled by a specific task where guidelines for the change are proposed. Moreover every change or propagation request records the rationale for it, providing shared knowledge. The build management of a core asset is also impacted by the variability points and options available inside the core asset, enabling the generation of pre-configured core asset builds.

Inside each of the CAD activities there are further flows and documentation regarding the steps to accomplish every task, as well as the artifacts, guidelines and roles associated.

3.2.3. RiPLE-EM for Product Development

RiPLE-EM for PD, as shown in Figure 5, also starts with the configuration identification and the release planning for the product. In the latter the release schedule and schedule dependencies are defined (e.g. core assets that are still being developed). The development activity is again supported by change and build management. The latter enable the creation of product specific assets, or core asset instances for the product being developed. In the release execution of a product, activities such as the creation of a release notes, publication and eventual propagation are supported by the process.

4. Customization Layer

This section presents the Customization Layer that provides a set of basic product line evolution operations by combining functions of traditional configuration management.

4.1. Motivation

Product line engineering is characterized by systematic reuse, which in turn requires variability management. Hence when a product line is to be evolved with traditional configuration management, means have to be found for dealing with variability. Since the configuration management spectrum of functionality is quite broad, there are several solutions that support variability management. The typical solution is provided by the branching and merging functionality. However it is recognized [16] that traditional branching and merging is not adequate for dealing with permanent variations.

The main problem is that the increased numbers of variations and variation types lead to many interdependent branches [13]. Although configuration management systems have normally no problems in
dealing with a high number of branches, it is the user that can get easily overwhelmed. This can be due to various situations such as (a) usage of branches for purposes other than variability management, (b) inconsistent branch naming or (c) formation of totally dissimilar revision graphs for the same kind of variability. A user that wants to get information – stored in branches – about variability and evolution has to filter out all irrelevant data that comes out from the above situations. And for doing that a user has to combine information from log files, revision graphs and the repository layout. Hence the complexity the user is confronted with grows rapidly.

There are also other configuration management solutions to the variability problem, for example through the change and build management functionalities. However such solutions do not fully solve the problem. Change management can indeed define the roles, activities and flows necessary for dealing with changes in a product line. This is exactly what the RiPLE-EM described in section 3.2 does. Yet, the enactment of some of these activities entails the difficulties discussed in the beginning of this section. Build management (e.g. make files) on the other hand enables the implementation of product line configurators. In this case the derivation of products is well supported however evolution is not addressed.

Finally, another conceivable solution would be the implementation of new kind of configuration management system (for example with the help of a database management system as it is frequently the case) that fits exactly the needs of product line engineering. Yet the adoption of such a solution could be questionable since organizations have typically invested a significant amount of effort and budget in acquiring, learning and using a standard configuration management system.

Hence in this paper we propose a solution that closes the gap between product line engineering and traditional configuration management through abstraction and encapsulation. Abstraction enables the definition of a product line evolution front-end with the evolution operations needed in product line engineering, and encapsulation provides for the implementation of these operations through automated combination of low-level configuration management primitives.

4.2. Product Line Evolution Elements

Figure 6 illustrates the fundamental elements of product line evolution management and their relations. In other words the figure shows the concepts a product line engineer (i.e. core asset or product engineer) uses during evolution of a product line:

- Core Asset: A core asset is defined as a reusable asset that is developed in Core Asset development and reused many times during product development. A core asset may contain other core assets.
- Instance: An instance is defined as copy of a core asset that is reused (i.e. configured and adapted) in the context of a product during product development. An instance may also contain other instances.
- Instantiation: An instantiation is defined as the act of resolving (fully or partially) the variation points contained in a core asset thereby yielding an instance of the core asset that can be then adapted in a product-specific way.

As shown in Figure 6 every core asset and every instance are assets of the product line and that means that they are configuration items that can be evolved (i.e. versioned) over time. Moreover they have to encapsulate a physical artifact, a file or a directory.

Figure 6 also implies that every instantiation is an asset and hence a configuration item as well. The idea is (a) that an instantiation should describe what the product engineer did when he derived an instance and (b) that the way a given instance is derived from a core asset may change over time. This happens when the variation points of core assets change. For example a variation point that allowed three alternatives may evolve to allow only two alternatives. In such a case the existing instances of the core asset may have to be revisited and eventually re-instantiated. The latter leads to a new version of the according instantiation object.

Finally a new version of the according instance is created. In this way the model enhances the consistency between core assets, instantiations and instances over time.

The model presented in Figure 6 can be nicely integrated with variability management models (e.g. VaMoS'09).
(25) or (26)) that introduce concepts such as variation point, decision, constraint etc. Yet this exceeds the context of this paper.

4.3. Product Line Evolution Operations

The model of Figure 6 presents the basic elements of product line evolution. The Customization Layer provides the operations necessary for creating and manipulating instances of this model.

The operations currently supported by the Customization Layer are the following. For simplicity the detailed signatures are left out at this point.

1. **add-core-asset**: Create a core asset from an artifact (file or directory) and add it to the configuration management repository.
2. **show-core-assets**: Given a location in the configuration management repository (or the location defined as standard if none is passed), it shows all core assets.
3. **show-instance-diff**: Given a core asset, check whether its instances have changed since their derivation from the core asset.
4. **integrate**: Given a core asset and one of its instances, mark the last change made to the core asset as a feedback from the instance to the core asset.
5. **instantiate-core-asset**: Given a core asset create an instance of the core asset. The instance is basically a copy of the core asset where all or a part of the core asset variation is resolved. The Customization Layer however does not enforce resolving any variability. It simply creates a copy and assumes that some kind of development with reuse takes place during the copy operation or afterwards.
6. **show-instances**: Given a core asset or the complete product line, show the current instances.
7. **show-core-diff**: Given an instance, check whether its core asset has changed since the derivation of the instance.
8. **rebase**: Given an instance mark the last changes made to the instance as a feed-forward from the core asset of the instance to the instance itself.

Commands 1 to 4 are meant for usage by Core Asset Engineers while commands 5 to 8 are meant for Product Engineers.

4.4. Configuration Management

For realizing the operations of section 4.3 the Customization Layer encapsulates standard configuration management functionality. The usage of standard functionality has been chosen intentionally for enabling the usage of the Customization Layer with any configuration management system. Clearly, there are features of some configuration management systems that could support product line evolution better. Such features will be discussed in the following two sections. Apart from the fact that these features do not solve all problems, taking them for granted would bind the solution to a specific configuration management system.

4.4.1. Centralized Configuration Management

Centralized configuration management systems provide a central repository where the history of all artifacts is maintained. There are features of such systems that could be beneficial in a product line context. For example ClearCase [18] supports a special kind of branches, called integration and development streams. Core asset development could be made with an integration stream whereas Product Development with various development streams. ClearCase would then facilitate the propagation of changes. This however does not solve the problem of many different types of streams, their relations and the changes among them than have to be monitored and controlled.

Another example would be Subversion [28] that enables the assignment of custom properties to configuration items and also enables the a-posteriori modification of commit messages. Such features could be used for marking items as core assets or as instances or for enriching commit messages with integration or rebase comments (see section 4.3).

4.4.2. Distributed Configuration Management

Distributed version control systems like Git [27] or Mercurial [29], take a decentralized approach: Every user maintains its own repository and changes can be propagated between repositories over the network. In a product line context such a distribution of repositories can be beneficial. Similarly to ClearCase streams there could be a repository for the core asset development and several other repositories for the development of various products. Subsequently these repositories can push or pull changes among them. Also in this case the question remains on how to manage the relations and change events between the different repositories.

4.4.3. Encapsulation of Standard Functionality

The configuration management functionality required by the Customization Layer is the following:

- Creating configuration items: The Customization Layer uses this feature when the add-core-asset command is used. The result is a new configuration item with the contents of the core asset and the repository location passed to the command. A specific commit message is used every time for separating such a configuration with another set of changes.
items from others created differently. The Customization Layer creates some configuration items during initialization. These are the predefined repository directories the Customization Layer uses as root directories for core assets and instances respectively.

- Branching off configuration items: Branches are used with the instantiate-core-asset command. When this command is issued on a core asset the Customization Layer creates a branch off the core asset and hence enables the parallel development of the core asset and the newly created instance.

- Searching the history of configuration items: This functionality is used with the majority of the Customization Layer commands. For example when show-core-assets is issued the Customization Layer searches the history of the repository location passed to the command for entries bearing the special commit message used by the Customization Layer. Or when show-core-diff is called the history is repeatedly searched for comparing version numbers and deducing whether a change has happened.

- Creating versions: This functionality is used during integrating and rebasing. In each case special-purpose versions are created that let the Customization Layer later deduce that this change was a feedback or a feed-forward respectively.

### 4.5. Customization Layer Usage Scenarios

The Customization Layer can be used for two scenarios. The primary scenario is the controlled evolution of core assets, instances and their dependencies. With the Customization Layer product line engineers can continuously keep an overview over all core assets, instances and changes taking place therein. Yet the Customization Layer does not support the semantic interpretation of changes. The latter can be very challenging in a product line context since core assets and instances cannot be easily compared. For minimizing the effort of the interpretation the Customization Layer enables finding out quickly that a change happened so that an analysis can be initiated early.

The second scenario the Customization Layer can be used for is development for reuse. Typically core assets are made reusable through low-level reuse mechanisms of programming languages (e.g. template meta-programming, preprocessor directives, class inheritance) or high-level mechanisms of component technologies (e.g. parameterization, dependency management, extension points). Configuration Management can be also used for development for reuse; however in a rather primitive way.

For example a core asset supports two operating systems (Windows and Linux). The core asset engineer may decide to implement this core asset as a directory that has two branches, the Windows (e.g. as the main branch) and the Linux branch. During instantiation the application engineer would select one of the branches (configuration step), check-out the latest revision in the branch (derivation step) and then introduce his product-specific changes (adaptation step). The Customization Layer can support this scenario: instantiate-core-asset can be called on the core asset module. That would create a copy of the module with the two branches and their latest revisions. Subsequently this copy, which makes up the instance of the core asset, can be “configured” by deleting for example the Windows branch, if a Linux instance is required.

### 4.6. Interaction with Variability Management

Examining the relation between the Customization Layer and a variability management technology like GEARs, the Decision Modeler or pure:variants is important. While Customization Layer focuses on the evolution of products variability management technologies focus on the derivation of products. With variability management a domain space is typically built-up that specifies the decisions an application engineer has to make when deriving a product or parts of a product. Decisions in the domain space are mapped to logic that delivers the assets accordingly. Hence when a product is to be derived a set of decisions are being made and then the according logic is executed that selects, generates, transforms, deletes etc. assets. The result is the assets that make up a product or parts of a product.

The first possible interaction between the Customization Layer and variability management is hence the domain space and the logic creation step. Whenever a core asset is defined within the variability management environment the add-core-asset command can be called for storing the core asset accordingly in the configuration management repository.

The second possible interaction is the derivation step. During such an interaction the variability management calls the Customization Layer. For each core asset being processed by the logic it calls the instantiate-core-asset command with the core asset as first argument and the instance as second argument. The second argument is provided if an instance is delivered by the variability management (e.g. through automated transformation of the core asset). If no second argument is provided the Customization Layer
creates a copy of the core asset and marks that accordingly. The result is that after product derivation the Customization Layer has stored instances in a controlled way and evolution monitoring can then start.

Finally the Customization Layer can also call a variability management environment in case core assets or instances change. In that way the variability management environment can automatically change its domain space or logic. If for example an instance is created only with the Customization Layer the variability management environment could be notified so that the domain space and the according logic can be revisited.

Given the example in the previous paragraph it is also conceivable that the Customization Layer is used in a stand-alone mode; that is without any interaction with a variability management environment. Indeed the Customization provides basic means for variability management by enabling the creation and overview over core assets and instances. However it does not provide any means for logical dependencies, in terms for example of constraints, between core assets. This is typical application field of variability management environments. Hence the interaction between Customization Layer and a variability management environment is highly recommended.

5. Interfaces between RiPLE-EM and CL

To address a complete solution regarding evolution management in Software Product Lines, RiPLE-EM and the Customization Layer have integration points where both solutions can be combined to maximize the benefits. Each Customization Layer operation, listed in section 4.3, is triggered by a RiPLE-EM task or activity. The interfaces between the solutions are described next, and summarized in Figure 7.

- **add-core-asset**: This situation may occur in the change management flow, from both CAD and PD, when the need for a core asset creation is identified through change request analysis or through the configuration identification.

- **show-core-assets**: The need to visualize the available core assets may arise from the activity of identifying the configuration of a certain product which will re-use the core assets, from the instantiation of a core asset or from the propagation of changes.

- **show-instance-diff**: Any time a change propagation request is to be opened, it is important to know beforehand the changes made in the instance, in order to verify the applicability of the propagation. This operation is also triggered in the analysis of a propagation request.

- **integrate**: Every time the propagation is realized, this operation is triggered to mark that the core asset was update with changes from a specific instance.

- **instantiate-core-asset**: When an instance needs to be created during PD configuration identification or PD change management this operation is triggered.

- **show-instances**: Given a certain core asset, it is always interesting to know which product have an instance of that asset, specially for the purpose of requesting propagation or simply analyzing a certain change request.

- **show-core-diff**: For product engineers, having the possibility of knowing when the base core asset for a given instance changed, to rebase it.

- **rebase**: Similar to the integrate operation. When the change propagation is realized, this operation is triggered to mark that the instance base was updated with changes from the core asset derived.

6. Conclusions

The parallel execution of Core Asset and Product development activities makes the evolution management in software product lines much more complicated than in single systems. A mature and established technology like configuration management can provide good support in that direction. Yet traditional configuration management does not match the particulars of product lines and its direct usage in a product line context becomes complicated. In this report the Customization Layer has been presented, an automation layer on top of traditional configuration management that provides the evolution operations...
that concern product line engineers but hides away the underlying complexity.

The report also presented RiPLE-EM, a process model that in turn sits on top of the Customization Layer coordinating the activities provided therein and providing a full set of roles, activities and flows guiding product line evolution.

Future work in the Customization Layer includes thorough validations, the incorporation of additional operations such as structuring (e.g., defining logical hierarchies of core assets – mapping to the software architecture), removing (e.g., deleting an instance) or shifting (e.g., make a core asset out of an instance) operations and finally the better enforcement of policies. As for the RiPLE-EM, future work includes the tailoring of the process to offer better support to different product line directions (e.g., production lines, product populations as discussed in section 2.2), as well as the tailoring for an agile version of RiPLE-EM.
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Abstract

This paper introduces the concept of generalised feature trees, which are feature trees where features can have multiple occurrences. It is shown how an important class of feature models can be transformed into generalised feature trees. We present algorithms which, after transforming a feature model to a generalised feature tree, compute properties of the corresponding software product line. We discuss the computational complexity of these algorithms and provide executable specifications in the functional programming language Miranda.

1. Introduction

Feature models are used to specify the variability of software product lines [1,2]. To calculate properties of software product lines which are specified by feature models, such as the existence of products, a number of approaches exist in the literature where feature models are mapped to other data structures: Benavides et al. [3] use Constraint Satisfaction Problems, Batory [4] uses Logic Truth Maintenance Systems and Satisfiability Solvers, and Czarnecki and Kim [5] use Binary Decision Diagrams.

The decision problem to determine whether a feature model has products is, in general, NP-complete. The mappings to Constraint Satisfaction Problems and Logic Truth Maintenance Systems can be performed in polynomial time, but the resulting problem is also NP-complete. Although with Binary Decision Diagrams the problem only requires constant time, the mapping from feature models to Binary Decision Diagrams takes exponential time in the worst case.

In a previous paper [6] we have shown how feature models which consist of a feature tree and additional constraints can be transformed into trees. Although this transformation takes exponential time in the worst case as well, it is feasible when the number of constraints is small. The resulting trees are more general than feature trees, since features may have multiple occurrences. In this paper we study a special subset of those trees, called generalised feature trees, and show how they can be used to compute properties of the corresponding software product lines.

In the next section we briefly describe the feature models we consider in this paper. In section 3 we introduce the concept of generalised feature tree and describe algorithms which deal with commitment to a feature and deletion of a feature of a GFT. In section 4 we describe how a large class of feature models can be mapped to equivalent GFTs. In section 5 we show how this mapping can be used for the analysis of feature models. In section 6 we present an example and in section 7 we discuss the computational complexity of our approach. Throughout the paper, we present executable specifications of all algorithms in the functional programming language Miranda [8].

2. Feature models

The feature models we consider in this paper consist of a feature tree and a set of constraints. A feature tree is a tree which can have three kinds of nodes: MandOpt nodes, Or nodes and Xor nodes.

A MandOpt node has two sets of child nodes, called mandatory and optional nodes respectively. Or nodes and Xor nodes have 2 or more child nodes. A leaf of the tree is a MandOpt node without children. Just for the
ease of writing concise algorithms, we assume the existence of a special feature tree NIL, which has no nodes. Each node of a tree has a feature, which is just a list of characters. All nodes in a feature tree have different features, and NIL does not occur as subtree of any feature tree. A product is a set of features. A constraint maps products to Boolean values; in our prototype implementation the constraints are restricted to constraints of the forms "A requires B" and "A excludes B".

In Miranda, these type definitions are as follows:

```plaintext
tree ::= MandOpt feature [tree] [tree] |
       Or feature [tree] |
       Xor feature [tree] |
       NIL
feature == [char]
product == [feature]
constraint::= Requires feature feature |
            Excludes feature feature
feature_model == (tree, [constraint])
```

The semantics of a feature model is a set of products [7]; it consists of those products which satisfy the constraints from the tree as well as the explicit constraints.

A product satisfies the constraints from the tree if:
- All its features are features of a node in the tree.
- It contains the feature of the root of the tree.
- For each feature of a node n in the product: if n is not the root, then the product contains also the feature of the parent node of n.
- For each feature of a MandOpt node in the product, the product also contains all its mandatory child nodes.
- For each feature of an Or node in the product, the product also contains one or more of its child nodes.
- For each feature of an Xor node in the product, the product also contains exactly one of its child nodes.

A product satisfies a constraint "A requires B" when, if it contains A it also contains B. A product satisfies a constraint "A excludes B" when it does not contain both A and B.

3. Generalised feature trees

Features in a feature tree are, albeit implicitly, required to be all distinct. In the generalisation of feature trees we consider in this paper, this requirement is somewhat relaxed. We define a generalised feature tree (GFT) to be a feature tree whose features, instead of being required to be all distinct, satisfy the following two restrictions:

- Restriction 1: when two nodes of a GFT have the same feature, they belong to different subtrees of an Xor node.
- Restriction 2: for each node of a GFT, all subtrees have disjoint semantics.

Before motivating both restrictions, we will first define the semantics of a GFT. As in the previous section, this semantics is a set of products. The definition of the previous section relied on the 1-1 correspondence between nodes and features, which does not exist here. Therefore, we first define a set of sets of nodes, instead of a set of products as in the previous section. This set of sets of nodes contains each set of nodes which satisfies

- It contains the root of the GFT.
- For each node in the set except the root, the set also contains its parent node.
- For each MandOpt node in the set, the set also contains all its mandatory child nodes.
- For each Or node in the set, the set also contains one or more of its child nodes.
- For each Xor node in the set, the set also contains exactly one of its child nodes.

The semantics of the GFT is now defined as the set of products which is obtained from this set of sets of nodes when each node is replaced by its feature. Where each feature tree is a GFT, it is seen that this definition coincides with the definition of the previous section when the GFT is a feature tree.

Although a GFT may contain multiple occurrences of a feature, we do not want multiple occurrences of features in products. This is the motivation of the first restriction above; it prevents multiple occurrences of features in products.

In a feature tree, different subtrees of a node do not contain equal features; this means that the semantics of these subtrees are disjoint. For a GFT, different subtrees of a node may contain equal features; however, we still want the semantics of these subtrees to be disjoint, as is expressed by the second restriction above. The reason for this is that computations might become inefficient otherwise. For instance, consider a GFT whose root node is an Xor node which has two subtrees and suppose these subtrees have N and M products respectively. When we know that these sets of products are disjoint we can conclude that the total number of products is N+M. Otherwise, we have to single out common products from both sets.

An important property of GFTs which is not valid for feature trees is that for each set of products there exists a GFT. Given a set of products, a corresponding GFT can be constructed as an Xor root node with
subtrees for each product; each subtree corresponds to a single product.

In the remainder of this section we present two algorithms, which deal with commitment to a feature and deletion of a feature of a GFT, respectively. These algorithms are generalisations of algorithms for feature trees which are given in [6].

The first algorithm computes, given a GFT $T$ and a feature $F$, the GFT $T(+F)$, whose products are precisely those products of $T$ which contain $F$. The algorithm transforms $T$ into $T(+F)$ as follows:

1. If $T$ does not contain $F$, $T(+F)$ is NIL, else GOTO 2
2. If $F$ is the feature of the root node of $T$, $T(+F)$ is $T$, else GOTO 3
3. Execute 4, 5 or 6, depending on whether the root of $T$ is a MandOpt node, an Or node or an Xor Node
4. Determine the unique subtree $S$ which contains $F$, determine $S(+F)$ recursively, and replace $S$ by $S(+F)$. If the root node of $S$ was an optional node, make the root of $S(+F)$ a mandatory node.
5. Determine the unique subtree $S$ which contains $F$, determine $S(+F)$ recursively, and replace $T$ by a MandOpt node, with the same feature as $T$, which has $S(+F)$ as mandatory subtree and all other subtrees of $T$ as optional subtrees.
6. Determine the subtrees $S_1,\ldots,S_n$ which contain $F$, determine $S_1(+F),\ldots,S_n(+F)$ recursively, and replace $S_1,\ldots,S_n$ by $S_1(+F),\ldots,S_n(+F)$. Delete all other subtrees. If $n=1$, make the root node of $T$ a MandOpt node, and its subtree a mandatory subtree.

The second algorithm computes, given a GFT $T$ and a feature $F$, the GFT $T(–F)$ whose products are precisely those products of $T$ which do not contain $F$. The algorithm transforms $T$ into $T(–F)$ as follows:

1. If $T$ does not contain $F$, $T(–F)$ is $T$, else GOTO 2
2. If $F$ is the feature of the root node of $T$, $T(–F)$ is NIL, else GOTO 3
3. Execute 4, 5 or 6, depending on whether the root of $T$ is a MandOpt node, an Or node or an Xor Node
4. Determine the unique subtree $S$ which contains $F$ and determine $S(–F)$ recursively. If $S$ is mandatory and $S(–F) = NIL$, then $T(–F)$ is NIL. If $S$ is optional and $S(–F) = NIL$ delete $S$ from $T$. If $S(–F) \neq NIL$ then replace $S$ by $S(–F)$.
5. Determine the unique subtree $S$ which contains $F$ and determine $S(–F)$ recursively. If $S(–F) \neq NIL$, replace $S$ by $S(–F)$. If $S(–F) = NIL$, delete $S$. If $T$ has only 1 subtree left, make its root node a MandOpt node, and its child a mandatory child.
6. Determine the subtrees $S_1,\ldots,S_n$ which contain $F$ and determine $S_1(–F),\ldots,S_n(–F)$ recursively, and delete all other subtrees. For $i=1,\ldots,n$, if $S_i(–F) = NIL$, delete $S_i$, otherwise replace $S_i$ by $S_i(–F)$. If $T$ has no subtrees left, then $T(–F)$ is NIL. If $T$ has only 1 subtree left, make its root node a MandOpt node, and its child a mandatory child.

In [6] we gave an implementation in Miranda of functions with type definitions

\[
\text{commit :: feature -> tree -> tree}
\]
\[
\text{delete :: feature -> tree -> tree}
\]

These functions, originally given for feature trees, need no modification to be applicable to GFTs as well. The function $\text{commit}$ takes a feature $F$ and a GFT $T$ as arguments, and returns $T(+F)$, as defined above. Likewise, the function $\text{delete}$ returns $T(–F)$.

4. From feature models to generalised feature trees

In [6] we showed how a feature model which consists of a feature tree and Requires and/or Excludes constraints can be transformed into a tree with the same semantics. Here we will generalise this method to general constraints, and show that the resulting tree is a GFT. Suppose we are given a feature tree $T$ and a constraint $C$, which is a mapping from the set of products $P$ with features of $T$ to the Boolean values $\{\text{True, False}\}$. Find a partition of $P$ such that $C$ is constant on each part. For each part on which $C$ is True, find a corresponding GFT, using the algorithms of the previous section. Finally obtain the GFT whose root node is an Xor node and which has the GFTs just found as child nodes. As an example, consider the constraint $C$ to be "$A$ requires $B". Partition $P$ into $\{P(+B), P(–A–B)\}$. Here "+$A$" and "–$A$" denote restriction to products where $A$ is present resp. absent. $C$ is True on $P(+B)$ and $P(–A–B)$ and $C$ is False on $P(–A+B)$. GFTs for $P(+B)$ and $P(–A–B)$ are $T(+B)$ and $T(–A–B)$. The resulting GFT has an Xor root node and $T(+B)$ and $T(–A–B)$ as subtrees. Analogously, if $C$ is "$A$ excludes $B"$, the new GFT has an Xor root node and $T(–B)$ and $T(–A+B)$ as subtrees.

The resulting trees are indeed GFTs. Restriction 1 is satisfied because all generated subtrees have the same Xor root node as parent node. Restriction 2 is satisfied because the semantics of the generated subtrees are the parts of a partition of $P$, and therefore have no common features.

In [6] we gave an implementation in Miranda of a function with type definition

\[
\text{commit :: feature -> tree -> tree}
\]
\[
\text{delete :: feature -> tree -> tree}
\]
elimConstr :: feature_model -> tree

The argument of this function is a feature model which consists of a feature tree and constraints of the forms "A requires B" and "A excludes B"; the function returns a corresponding GFT.

5. Analysis of feature models

In this section we show how the algorithms of the preceding section can be used to analyse feature models which consist of a feature tree and a number of constraints. In this implementation the constraints are restricted to be of the forms the function elimConstr can handle; these are the forms "A requires B" and "A excludes B", but other forms might be included as well, as described in the previous section.

Starting point of the analysis is a feature model consisting of the feature tree f_tree and the list of constraints constraints. The first step of the analysis is the computation of an equivalent GFT gft:

gft :: tree
gft = elimConstr (f_tree, constraints)

The function elimConstr here can be used if all constraints are of the forms "A requires B" and "A excludes B"; otherwise, the procedure described in the previous section should be followed.

In the remainder of this section we describe the computation of a number of properties of the specified software product line.

Existence of products

The feature model has products if and only if gft is not equal to NIL:

has_products :: bool
has_products = gft /= NIL

Dead features

The dead features of the feature model are the features which occur in features but do not occur in gft:

dead_features :: [feature]
dead_features = features f_tree -- features gft

Here the function features computes a list of all features of a GFT:

features :: tree -> [feature]
features (MandOpt f ms os)
  = f : concat (map features (ms++os))
features (Or f fts)
  = f : concat (map features fts)
features (Xor f fts)
  = f : concat (map features fts)

Number of products

The number of products of the feature model is

nr_products :: num
nr_products = nrProds gft

where the function nrProds is given by

nrProds :: tree -> num
nrProds NIL = 0
nrProds (MandOpt nm ms os)
  = product (map nrProds ms) *
    product (map (+1) (map nrProds os))
nrProds (Xor nm fts)
  = sum (map nrProds fts)
nrProds (Or nm fts)
  = product (map(+1)(map nrProds fts)) - 1

List of all products

A list of all products of the feature model is

list_of_products :: [[feature]]
list_of_products = products gft

where the function products computes a list of products of a GFT:

products :: tree -> [[feature]]
products (MandOpt x ms os)
  = map(x:)(f(map products ms ++
    map([]):(map products os)))
    where
    f [] = []
    f(xs:xss) = [u+v|u<-xs;v<-f xss]
products (Xor x fts)
  = map(x:)(foldl(++)[])(map products fts))
products (Or x fts)
  = map(x:)(f(map products fts)--[])"}
    where
    f [] = []
    f(xs:xss) = [u+v|u<-[];v<-f xss]

Products which contain a given set of features

A GFT whose products are precisely those products of gft which contain all features from a list required_features is:

gft2 :: tree
gft2 = gft_req_fts required_features gft

where the function gft_req_fts is defined by:
Minimal set of conflicting constraints

A set of constraints is in conflict with a feature tree if the feature model consisting of this tree and these constraints has no products, i.e., when \( \text{gft} \) evaluates to \( \text{NIL} \). A user, confronted with such a conflict, may want some explanation of this. A solution might be to provide the user with a smallest minimal set of constraints that conflict with the feature tree. A minimal set of constraints is a set which contains conflicting constraints, but has no proper subset whose constraints also conflict. A smallest minimal set of conflicting constraints can be computed by

\[
\text{smsocc} :: \text{feature_model} \rightarrow \text{constraint}
\]

where the function \( \text{smsocc} \) (smallest minimal set of conflicting constraints) is given by:

\[
\text{smsocc} :: \text{feature_model} \rightarrow \text{constraint}
\]

\[
\text{smsocc} \left( t, [], \right) = []
\]

\[
\text{smsocc} \left( t, (c:cs) \right) =
\]

\[
\begin{cases}
\{c\}, & \text{if } t2 = \text{NIL} \\
[], & \text{if set1} = [] \\
\c : \text{set1}, & \text{if set2} = [] \\
\text{set2}, & \text{otherwise}
\end{cases}
\]

where

\[
\begin{aligned}
t2 &= \text{elimConstr} \left( t, (c) \right) \\
\text{set1} &= \text{smsocc} \left( t2, cs \right) \\
\text{set2} &= \text{smsocc} \left( t, cs \right)
\end{aligned}
\]

This function, given the original feature model as argument, returns a list with a minimal set of conflicting constraints if \( \text{gft} \) equals \( \text{NIL} \); otherwise it returns the empty list.

Explanation of dead feature

If \( \text{dead_features} \), the list of dead features, is non-empty and contains the feature \( \text{dead_feature} \), the user might want explanation why this feature is dead. As above, this explanation is a minimal set of constraints which causes the feature to be dead. It is given by

\[
\text{expl_dead_ft} :: \text{constraint}
\]

\[
\text{expl_dead_ft} = \text{explain} \left( f\text{tree}, \text{constraints} \right)
\]

where the function \( \text{explain} \) is given by

\[
\text{explain} :: \text{feature_model} \rightarrow \text{constraint}
\]

\[
\text{explain} \left( t, cs \right) f =
\]

\[
\begin{cases}
\text{smsocc} \left( t2, cs \right), & \text{if } t2 \sim \text{NIL} \\
[], & \text{otherwise}
\end{cases}
\]

where

\[
t2 = \text{commit} f \left( \text{expl_dead_ft} \right)
\]

6. Example

As an example, consider the feature tree \( T \) in Figure 1, which is adapted from [9].

![Figure 1. Example feature tree T](image)

In Miranda, the definition of \( f\text{tree} \) is

\[
f\text{tree} = \text{MandOpt} \text{"SalesScenario"} \\
\text{n2, n3} [n1] \\
n1 = \text{Xor} \text{"Payment"} [n4, n5] \\
n2 = \text{MandOpt} \text{"AccountManagement"} \\
[\text{n6, n7}] [n6, n7] \\
n3 = \text{MandOpt} \text{"CustomerOrderManagement"} \\
[\text{n9, n8}] [n8] \\
n4 = \text{MandOpt} \text{"PaymentCard"} [\text{[]} [\text{[]} \\
n5 = \text{MandOpt} \text{"CashOnDelivery"} [\text{[]} [\text{[]} \\
n6 = \text{Xor} \text{"CustomerGroups"} [\text{n10, n11}] \\
n7 = \text{MandOpt} \text{"CustomerRating"} [\text{[]} [\text{[]} \\
n8 = \text{MandOpt} \text{"CreditCheck"} [\text{[]} [\text{[]} \\
n9 = \text{MandOpt} \text{"SalesProcessing"} [\text{n12}] [\text{n12}] \\
n10 = \text{MandOpt} \text{"Enterprise"} [\text{[]} [\text{[]} \\
n11 = \text{MandOpt} \text{"Consumer"} [\text{[]} [\text{[]} \\
n12 = \text{MandOpt} \text{"Delivery"} [\text{[]} [\text{[]} \\
\]
Our example feature model consists of this feature tree $T$ and the 2 constraints: "CashOnDelivery excludes Consumer" and "Enterprise requires Consumer". So the list of constraints is given by

$\text{constraints} = \{c1, c2\}$
$c1 = \text{Excludes} \text{ "CashOnDelivery" } \text{ "Consumer"}$
$c2 = \text{Requires} \text{ "Enterprise" } \text{ "Consumer"}$

The GFT $gft$ is given in Figures 2, 3 and 4. It could have been computed with the function $\text{elimConstr}$, since both constraints are of the forms "A requires B" and "A excludes B"; however, we will illustrate the method to derive it which was given in section 4. If "Consumer" is present in a product, the constraints are satisfied iff "CashOnDelivery" is not present. If "Consumer" is absent in a product, the constraints are satisfied iff "Enterprise" is also absent. So the set of products $P$ can be partitioned in such a way that the parts $P(\text{+Consumer–CashOnDelivery})$ and $P(\text{–Consumer–Enterprise})$ consist of the products which satisfy the constraints. Therefore, the equivalent GFT is given by a new Xor node which has $T(\text{+Consumer–CashOnDelivery})$ and $T(\text{–Consumer–Enterprise})$ as subtrees.

The analysis of this example feature model proceeds as follows:

- $\text{has\_products}$ evaluates to True.
- $\text{dead\_features}$ evaluates to $\{\text{"Enterprise"}\}$, showing that the feature "Enterprise" is dead.
- $\text{nr\_products}$ evaluates to 40.
- $\text{list\_of\_products}$ evaluates to a list of the 40 products (not shown for brevity).

Now suppose that an extra constraint "SalesProcessing requires Enterprise" is added:

$\text{constraints} = \{c1, c2, c3\}$
$c3 = \text{Requires} \text{ "SalesProcessing" } \text{ "Enterprise"}$

Now $\text{has\_products}$ evaluates to False and $\text{conf\_constr}$ evaluates to $\{\text{Requires} \text{ "Enterprise" } \text{ "Consumer"}, \text{ Requires} \text{ "SalesProcessing" } \text{ "Enterprise"}\}$ which shows that the second and third constraints together form a smallest minimal set of constraints that conflict with the feature tree.

### 7. Computational Complexity

We have shown in [6] that the decision problem whether a feature model which is given by a feature tree and a set of constraints is NP-complete. Therefore, we cannot hope that the analysis of such a feature model can be performed in polynomial time in the worst case. Indeed, the construction of the GFT for the feature model takes a time which is exponential in the number
of constraints in the worst case. Also the algorithm for the computation of a minimal set of constraints which conflict with the feature tree and the algorithm which computes the minimal set of constraints which cause a feature to be dead are exponential in the number of constraints. However, once the GFT has been constructed, the algorithms for the existence of products, the number of products and the list of dead features are linear in the size of the GFT.

In the special case where the number of explicit constraints is 0, the intended GFT is the feature tree without modification. Then has_products belongs to O(1), and nr_products belongs to O(N). This certainly outperforms the other analysis methods mentioned in the introduction, as these methods require a transformation of the feature tree to another data structure; in the case of Binary Decision Diagrams this transformation requires even exponential time in the worst case. We expect that our method is more efficient than the other methods also in the case where the number of constraints is small. For instance, it has been shown in [6] that nr_products belongs to O(N^2M), where N is the number of features and M is the number of constraints. A more detailed comparison is planned as a future work.

8. Conclusion

We have introduced the concept of generalised feature trees and have shown how they can be used to analyse feature models which consist of a feature trees and additional constraints. Detailed algorithms have been given in the functional programming language Miranda. The algorithms are efficient when the constraints are a small number of "requires" and/or "excludes" constraints.

9. Acknowledgments

This work is supported by the European Commission grant IST-33710 - Aspect-Oriented, Model-Driven Product Line Engineering (AMPLE).

10. References


Visualising Inter-Model Relationships in Software Product Lines

Ciarán Cawley, Steffen Thiel, Goetz Botterweck, Daren Nestor

Lero, University of Limerick
Limerick, Ireland
{ ciaran.cawley | steffen.thiel | goetz.botterweck | daren.nestor }@lero.ie

Abstract
Within Software Product Line (SPL) Engineering, Feature modelling is a prevalent mechanism for managing variability but is insufficient for describing it as a whole and for relating its different aspects. Other modelling techniques such as Decision modelling and Component modelling provide different views of the underlying SPL data. To facilitate certain approaches in product line engineering, such as tool-supported product derivation or automated analyses we need to describe the SPL with multiple inter-related models. In this paper, we discuss how to represent the relationships that exist between those models and present an approach for communicating the relationships using visualisation techniques. We also discuss the visualisation through example scenarios and argue its benefits.

1. Introduction
Software Product Line (SPL) Engineering focuses on identifying and managing the commonalities and variability of a set of software products such that core assets can be developed and (re)used to derive individual product variants with a minimum of cost [1]. Within industry, software product lines exist with thousands of variation points presenting a scale of variability where comprehension and manageability become difficult to achieve [2], [3]. The management of such a product line’s variability is fundamentally key to its success. Particularly in the areas of modelling of the product line and product configuration, variability management can greatly impact the complexity that is involved when producing a new product from existing product line assets [4]. Visualisation is widely used in software engineering and has proven useful to amplify human cognition in data intensive applications. It takes abstract data and transforms it into a format that is presentable to humans. By leveraging the principles and techniques developed by visualisation communities [5] we can attempt to address the scale and complexity issues that challenge large scale software product line efficiency. Feature modelling is currently a prominent mechanism for managing software product line commonality and variability e.g. [6]. However, the authors will argue that a feature model in itself does not adequately describe a product line. Other mechanisms for managing the complexity of a product line, such as decision modelling [7] and component modelling [8] endeavour to present a different view of the underlying data that comprises a software product line. In this paper, we present a visualisation approach that attempts to address the challenges of representing multiple models and their relationships with each other.

In Section 2, we motivate the need for multiple models and why they need to be integrated. In Section 3 we discuss the challenges faced by this integration. In Section 4 we present our visualisation approach and in Section 5 summarise a tool framework that will incorporate it. Section 6 presents related work and Sections 7 and 8 outline future work and conclude the paper respectively.

2. Motivation
Most SPL research approaches focus on single development artefacts, represented by isolated models (e.g. [9] [10]). Commonly, these artefacts are features. While viewing a product line as a collection of features has many advantages, there are some disadvantages also. Some of the disadvantages include the problem of describing cross-cutting features, describing non-functional requirements, and the problems that arise in linking a feature to a concrete component (or set of components) that implement that feature.

There are numerous tasks that need to be performed by various stakeholders during the SPL engineering processes of domain engineering (development of core assets) and application engineering (specific product
variant derivation). Platform managers, domain engineers, product managers, application engineers, customers and developers all perform different roles in the process and require methodology and tool support that facilitates their specific tasks. In many of these cases, a feature model alone is either too detailed, or not detailed enough. Using separate models allows different facets of the product line to be managed in a focussed manner and supports stakeholder and task specific representation and manipulation. Section 3 discusses the resulting challenges that arise, namely the need to support the representation and affects of the relationships that exist once separate models are employed.

3. Inter-Model Relationships

The approach presented in this paper is based on the meta-models presented in [6]. These meta-models are not described here however the interested reader is directed to the relevant reference.

To exploit the benefits of a product line we need to connect the isolated models that describe the individual portions of the product line such as decision models, feature models and component models. In our approach, decisions provide a simplified high-level view onto features and can be used to abstract from details by asking a few major questions which are relevant for a particular stakeholder. A component model describes components that implement features. Making a decision can involve the selection of multiple features, each of which may require or exclude sets of other features. These features in turn may require or exclude sets of components. Furthermore, a relationship itself between two features may be implemented by a component.

Visualisation of the relationships within a feature model alone is challenging, and numerous approaches have been proposed, from filtered lists [7] to graph based views [11] to methods of only showing the relationships on demand [12]. With multiple models in place, visualising the relationships between each of them becomes even more difficult. Presentation and manipulation of the underlying data in the execution of specific tasks is impeded by the multilayered relationships that exist between them. For example as mentioned above, making a decision can involve the selection of multiple features, each of which may require or exclude sets of other features. These features in turn may require or exclude sets of components. In scenarios like this, stakeholders need to be presented with the relevant data using appropriate techniques that allow them to understand the current state and the impact of various changes that may be necessary. They also need to be able to make those changes easily. Crosscutting requirements are another major challenge. One way of describing a crosscutting requirement or feature is through use of aspects.

4. Relationship Visualisation Approach

This section presents an approach to visualising relationships that exist between the various models. The primary concept is to focus the attention of the visualisation on the relationships that exist between elements of one model and elements of other models (e.g. feature implementedby component). This is in contrast to traditional approaches which focus primarily on the elements (such as features or components) of the models. Such approaches subsequently describe how those elements are connected (such as node-link diagrams) [6], [11]. In this approach, the relationships themselves are the prominent visual element in the view. Using this concept, the visualisation aims to provide a high-level context of relationships relevant to given stakeholder tasks along with the ability to focus on specific data elements that support those tasks (examples are discussed later in this section). The ability of a stakeholder to interact, explore and query the visualisation is of primary importance. The following subsections explain and illustrate this approach providing example scenarios. Subsection 4.1 introduces the concept of a relation point while subsection 4.2 elaborates on its use within our approach.

4.1. Relation Points

Figure 1 illustrates a 3D space. Each axis in this 3D space represents a different model. Features are represented along the X-axis, decisions are represented along a vertical Z-axis and components along the Y-axis. A relation point is a point plotted in the 3D space where a decision, feature and component intersect, i.e. where a decision is implemented by a feature and a feature is implemented by a component. These two inter-model relationships connecting three separate models are represented by a single visual element.

Figure 1 serves to illustrate a relation point with a simplified example. In this example, the decision to include Hardware Platform B (vertical Z-axis) results in the spherical relation point being displayed. (For the purposes of this paper, it is suggested that decisions are made through an associated synchronised view such as a decision list.) Three functions are evident. Firstly, the existence of the relation point identifies that relationships are impacted within the system. Secondly, with simple interaction such as clicking on the relation point, the stakeholder is informed that the Software Upgradeability feature has been selected and
that it is implemented by the Flash Rom component. This is shown by displaying / highlighting the decision, feature and component names on each of the axes. Thirdly, through the use of layering (tooltip style functionality), the two relationships in this example, decision is implemented by feature and feature is implemented by component, are displayed textually providing more detail on demand.

This single visual element can also represent many more relationships and attributes without adding additional visual clutter. Visual techniques such as colour encoding the relation point, use of varying iconography to render the relation point and/or animation of the relation point can be applied to represent additional dependencies. For example, the use of a cube instead of a sphere to represent the relation point shown in Figure 1 could indicate the feature is related to a fourth or fifth model such as a business driver or quality model. By querying the relation point as above, the details of the relationship can again be provided on demand. Other such models can also be mapped to axes and swapped in and out replacing existing model to axis mappings. The mapping of a model to an axis is a simple linear sequential listing of the model elements.

It is important to remember that a relation point represents relationships. As a consequence, for example, if a feature is implemented by two components then two different relation points will be displayed. One will represent the relationship feature implemented by component 1 and the other will represent feature implemented by component 2 and both will represent the same relationship decision implemented by feature. How this type of visualisation can aid a stakeholder using interaction is discussed in the following subsection.

Intra-model relationships are also encapsulated such as a green relation point indicating that the specific feature associated with the relation point is required due to an intra-model requires relationship with another feature. As briefly mentioned earlier, with a substantial amount of additional information available, specific data can be acquired on demand through stakeholder interaction such as mouse movements and events. The next section elaborates more on some of these points through an example and discusses the role of interaction within the visualisation.
4.2. An Interactive Derivation Space

Following the example presented in Figure 1, Figure 2 presents a less simplified illustration of the visualisation. Here a stakeholder has resolved two decisions, to include hardware platform B and hardware platform C. On the resolution (making) of these decisions, eleven relation points are visualised. A grey relation point indicates a decision implemented by feature relationship and a feature implemented by component relationship. With 6 grey relation points, 12 relationships in total are visualised. If a relation point is green it identifies an additional relationship which represents feature requires feature. If a relation point is red it identifies the additional relationship feature excludes feature. If a relation point is blue it identifies the additional relationship feature recommends feature. If a relation point is amber it identifies the additional relationship feature problematic with feature. In total, 27 relationships incorporating 3 separate models are visualised.

4.2.1. Stakeholder Interaction

As with any visualisation where a stakeholder is required to perform specific tasks, appropriate interaction is needed. We argue that this 3D visualisation allows for a substantial number of relation points to be rendered without causing information overload. This allows for a large amount of relational information to be presented. Further work is required to identify a balance between the number of relation points displayed based on specific tasks and the onset of such information overload.

3D visualisations afford the use of the world-in-hand metaphor where the stakeholder can rotate it as a whole in any direction. This kind of interaction allows a familiar exploration of the presented data where the stakeholder can manipulate the visualisation to gain an optimum view dependent on their interest. For example, where aspect oriented programming is used and in the event of say 50 relation points representing say 150 relationships, an application engineer can orient the visualisation so that the best possible view of all aspect implemented features is shown. Distortion techniques such as blurring and/or transparency could be applied by the application engineer to distort all non aspect implemented features thus highlighting what is of interest without losing the context of the rest of the relationships impacted by the decisions made.
the visualisation then the stakeholder immediately comprehends that the decision has a significant impact. Figure 4 shows a conceptual illustration of how such a scenario might be visualised. Using the colour encoding scheme described earlier, we argue that it is easily ascertained that out of the 17 relation points displayed, 8 grey relation points represent features directly related to the decision that would automatically be selected. 2 green relation points represent features that would also automatically be selected due to the selection of other features. 3 red relation points represent recommended features that require attention for possible selection and one amber relation point represents a problematic feature. In total, 43 relationships incorporating 3 different models are visualised.

If a large number of red relation points exist then a large number of features are being excluded and perhaps further investigation of the excluded features is advised. Furthermore, if a large number of amber relation points exist then the stakeholder understands that there could possibly be substantial issues associated with this configuration and further investigation is imperative. High risk and high cost features can be treated similarly. Figure 3 shows another conceptual illustration presenting how a high feature exclusion view might be visualised. Here, 6 red relation points represent 6 features excluded due to other included features directly related to the decision.

This visualisation provides a high-level context of all relationships that are impacted by a decision choice. This context can be rotated, zoomed and panned to facilitate exploration of the data and to provide optimum views. This gives the stakeholder an overview perspective allowing them to gauge the current system impact as a whole. By applying distortion techniques, as described earlier, specific
aspects of the visualisation can be highlighted and explored without losing the context. For example, use of blurring and transparency to lowlight all relation points that do not represent feature problematic with feature relationships. This has the effect of highlighting all problematic features where possible issues could arise.

As was discussed in section 4.2, this context can be used as an anchor to drive other views. By clicking on a relation point, alternative views can display more specific information using different visual metaphors.

With the above context, encoding, interaction and exploration techniques in place, the investigation of specific details is afforded. For example, a stakeholder, having highlighted all problematic relationships can click on those relation points and view more specific information such as what feature it is problematic with, providing an issue discovery mechanism.

5. Framework

We are currently developing a tool framework which provides an infrastructure whereby separate models and their relationships can be instantiated and used as the back-end for various visualisations that support a variety of tasks. The details of this framework are out of scope for the current paper but a summary is provided here to relate the approach presented above.

Figure 5 illustrates the outline of the framework. Meta-models describing the SPL data and the relationships that exist allow separate models to be created. The illustration shows three such models, decision, feature and component as well as the existence of the inter-model relationships. These models and their defined relationships represent the back-end data that is used to drive different front-end visualisations that will support product derivation tasks. The approach presented in this paper (“3D Relation View” in Figure 5) will be incorporated as one such visualisation by implementing it using the java3D API. Other possible visualisation examples are shown in Figure 5 such as a simple List View for displaying a list of decisions or a Tree View showing a feature hierarchy and the related component implementations.

The framework uses the Eclipse Modelling Framework (EMF) and a java implementation provides a concrete platform to support the front-end visualisations. It is envisaged that this framework will be developed further to support additional models, relationships and visualisations that will aid product derivation in software product lines.

6. Related Work

Kumbang [13], pure::variants [14], FeaturePlugin [15] and Gears [16] are examples of tools that aim to support product derivation in SPL engineering. All of these approaches primarily employ traditional visualisations to manage the data representation and manipulation of various models and relationships. Foremost of these is the use of simple lists and hierarchical tree views similar to those traditionally
used for displaying file systems. Such visualisations, though familiar, lack evidence of their effectiveness with large scale product lines. Our approach addresses the tasks of data representation and manipulation from a non-traditional perspective. A relationship-centred visualisation is used in an attempt to manage the complexity and scalability challenges that arise with large software product lines.

The DOPLER [7] tool also supports product derivation and while traditional lists and hierarchical tree views are primarily employed, there exists a mechanism whereby other visualisations can be incorporated. These visualisations can implement graph layout algorithms which again primarily focus on traditional node-link diagrams. While the focus of the tool is on decisions and assets, there is no support for additional models and their inter-relationships.

Unlike any of the tools listed above or others such as XFeature [17], V-Visualize [11] or FeatureMapper [18], our approach attempts to harness the richness afforded by 3D visualisation to address complexity and scalability issues.

Other software visualisation tools such as VISMOOS [19] and MUDRIK [20] provide interesting uses of 3D implementations to support cognition. However these tools and other 3D work such as that by Balzer et al [21] do not support SPL product configuration and are primarily aimed at understanding and not process support.

Other work by Robertson et al [22] and Risden et al [23] are examples of 3D information visualisations where some evaluation of their effectiveness compared with 2D equivalents has been performed. Both papers suggest that in some situations there was no perceived benefit in having a 3D visualisation while in others there was a marked increase in task performance efficiency. This work serves to provide some evidence that 3D techniques can be effective in certain circumstances.

7. Future Work

It is planned to perform further literature review where evaluations of 3D visualisations and/or comparisons of the effectiveness of 3D versus 2D visualisations have been performed.

A specification formalising how this relationship visualisation concept will be implemented is intended. As discussed in this paper, a 3D visualisation environment provides the primary context within which this concept will be exploited. An implementation using the Java3D API will be developed and incorporated into the tool framework discussed earlier.

With this visualisation and framework in place, initial user tests are planned to ascertain the effectiveness of this approach to support cognition during product derivation.

8. Conclusion

This paper motivates the need for multiple models in Software Product Line engineering to support management of the large data sets that can exist. It further discusses the requirement and challenges of integrating those separate models to aid different stakeholders in various tasks. A primary challenge is managing the complexity and scale of inter-model (and also intra-model) relationships so that their representation and manipulation is not overwhelming for the stakeholder.

An approach to managing this complexity in relation to product derivation is presented which employs visualisation techniques for the representation and manipulation of the underlying data. This approach focuses on representing the relationships that exist between different models as the primary visual element in the view. A 3D visual environment is employed to render these relationships to support stakeholder cognition during product derivation.

A tool framework that provides an infrastructure within which this visualisation and others can be incorporated is outlined. This framework provides the necessary back end data structures and models to support the visualisation front-end.

It is argued through example scenarios that this visualisation can benefit different stakeholders during product derivation by providing an overview context while allowing specific information to be presented and manipulated without loss of that context.
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Abstract

Production planning and variation modeling are interdependent parallel activities critical to the success of a software product line. Software product line organizations design a production capability to satisfy their business goals. That production capability is dependent on and must support the full range of product variation. Current techniques for variation modeling identify and handle variations among products but fail to recognize variations that result from business goals such as rapid time to market which are satisfied by how products are built. In this paper we present a view of our production planning technique and describe our preliminary research into its relation to variation modeling.

1. Introduction

Variation distinguishes a software product line from single product development. A variation is any concern that will vary from one product to another or that may vary in time. Product feature models alone are inadequate for modeling the full range of variations the software product line organization must manage. They capture product but not production variations. Goals like mass customization are production rather than product issues, and can yield strategically-significant variations. The variations in how products are built are a direct result of the goals of the organization. For example, a business goal to compete in the global market can lead to variations in testing processes used depending upon the market for which each product is intended.

These variations are the result of strategic decisions made during early product line planning activities of the “What to Build” (WTB) pattern [1], shown in Figure 1. Scoping uses the marketing analysis to identify the members of the product line. During this activity variations in features among the products are identified. The market analysis identifies market segments and analyzes the differences among them.

Building the business case requires the creation of a justification for the use of the organization’s assets to create and operate the product line organization. It also provides the opportunity to identify additional variations that are not directly related to product content but that are related to product production. We will call the variations found during the WTB activities strategic variations. A change in a strategic variation results in a change to at least one of the WTB artifacts, and vice versa. For example, expanding the scope of the product line may result in additional test requirements if the additional product is intended for a new market.

Figure 1 What to build pattern

In addition to strategic we also define tactical variations as those variations that arise from the resolution of strategic variations. For example, the development process will have a step in test planning where the levels of test coverage are determined by the intended market. Tactical variations typically do not necessitate a change in a strategic variation but could, for example, the choice an architectural mechanism provided the possibility of supporting a wider range of products.

The progression from strategic to tactical variation and ultimately to variation point corresponds to positions along the Variation axis in the space defined in [2], as illustrated in Figure 2. The strategic variations...
represent "what concerns" are important and are placed further out on the Variation axis than the tactical variations that represent "how" those concerns are addressed. Similarly, tactical variations are placed further out than variation points since tactical variations represent the broad concern while a specific variation point addresses only a portion of that concern. Finally, a bound variation point represents a fixed point in the two-dimensional single-product plane. This progression corresponds to the hierarchical separation of concerns described by [3].

This is achieved by formulating a production strategy [6], constructing a production method [7], and documenting the production process in a production plan [8]. The production strategy links the business goals of the software product line organization to its means of product production. Porter’s Five Forces model [9] is used to derive strategic actions that the production system must provide. For example, the organization can resolve the force of potential entrants (i.e., new competitors) into the market by taking the strategic action of automating product production and thereby reducing the per-product costs.

The production method defines an overall implementation approach that coordinates the efforts of the core asset and product developers. Method engineering techniques are used to define a method specifically for the needs of the product line organization. The production method contains processes, tools, and models that are used to implement the strategic actions related to product production. Efficiencies in production can be achieved by the elimination of inconsistencies across the processes, models, and tools. For example, the automating product production strategy can be partially implemented by using automated test generation tools.

The production plan communicates the production process details to the product developers. A generic production plan is developed as a core asset. Each core asset has “an attached process that specifies how it will be used in the development of actual products.” [1] The plan is made product-specific by adding in the attached processes from the core assets selected for use by the product builders. For example, the production plan would specify the parameters to be used in instantiating the test generation facility.

The representation of variation points in the production planning artifacts varies by organization but should be compatible with the approaches being used in the organization’s core assets. Ultimately the variation point representation must support the production of products in accordance with the goals for the software product line.

3. Production Planning Process and Modeling Variations

Each of the artifacts produced during production planning provides a different view on the variation model. During the early product line planning activities, described in the WTB pattern, variations are identified based on the differences among product feature sets and the differences in production techniques as identified from the business goals and
market analysis. These strategic variations are a primary input into the production planning process. As production planning moves from strategy development to method development to plan construction, the view of production becomes more concrete and focused.

3.1 Production Strategy

The production strategy defines the overall approach to producing products and begins the production planning process that ultimately results in the resolution of variation points. The strategic variations, identified during the analysis of the artifacts that result from applying the WTB pattern, lead to the identification of tactical production issues. For example, the strategic variation of addressing the delivery needs of a diverse market might translate into a tactical variation in the production process, e.g. waterfall vs. agile, that would be selected by the product builders for a specific product.

Table 1 Porter’s forces

<table>
<thead>
<tr>
<th>Porter Forces</th>
<th>Strategic Actions</th>
<th>Example impacts on variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential Entrants</td>
<td>Leverage economies of scale</td>
<td>Minimize variant choices to get maximum use from each variant</td>
</tr>
<tr>
<td>Substitutes</td>
<td>Raise the cost of switching to another product</td>
<td>Provide some minimal variant implementations for each variation to allow for a low-cost product to attract or retain customers</td>
</tr>
<tr>
<td>Suppliers</td>
<td>Commoditize required components</td>
<td>Implement variations behind standard interfaces to maximize the number of potential suppliers</td>
</tr>
<tr>
<td>Buyers</td>
<td>Differentiate from other products</td>
<td>Maximize the number of variations to provide flexibility</td>
</tr>
<tr>
<td>Competitors</td>
<td>Improve features</td>
<td>Expand the number of variants available per variation to add features for customers</td>
</tr>
</tbody>
</table>

During production strategy development, strategic actions are identified as a means of resolving each of the forces identified using Porter’s Five Forces strategy development model. The strategic actions that resolve one force can be at odds with another action resolving a different force leading to tradeoffs between those actions. Table 1 shows examples of strategic actions and corresponding impacts on tactical variations.

For example, the Potential Entrants force can be resolved by the strategic action of leveraging economies of scale, implying a minimization of the number of variant choices. Similarly the Buyers force can be resolved by differentiation from other products, leading to the maximization of the number of variations. This conflict can be resolved by maximizing the number of variations but minimizing the number of variants for each variation. This provides flexibility without a large upfront investment with the variation point providing the option to later expand the number of variants available.

3.2 Production Method

Method engineering designs constructs and adapts processes, models and tools for the development of software systems [10]. Method fragments are coherent pieces of development methods. The method engineer considers the characteristics of the organization and the current project to define a development method that will meet the specific needs of the project. In a software product line organization this includes the business goals and the variations in how the products will be produced.

The production method specifies how products will be built and directly affects how core assets are designed to support product building. The decisions about how to resolve the tactical variations are part of the method engineering activity that defines the production method. The production method uses a model of the tactical production variations to identify points of variation in the assets, see Figure 3.

Figure 3 Variations to variation points

The model consists of the decisions that must be made regarding which portions of the production method to use in a specific situation. For example, if multiple deployment platforms are targeted, the
product builder would need to switch between different memory models and the tools specific to each. The production method would capture this variation in a process description and would specify the tools and models for both platforms.

The method engineers responsible for creating the product method determine the set of variation mechanisms from which the asset developers will be allowed to select for implementing their products. For example, aspect-oriented programming may be identified as a useful technique to include in the production method. Core asset developers will be able to create an asset that includes a basic unit and a set of aspects from which the product builder may select. The attached process for that asset would provide instructions for using the aspect weaver and other related tools and for incorporating the actions related to aspects into the production method.

The production strategy is a high-level answer to the question: “How can product development satisfy the organization’s goals for the software product line?” The strategy provides a direct link between the product line goals and the means of product production. For example, a product line goal of “faster time to market” could lead to a strategy in which automation is used wherever possible.

3.3 Production Plan

The production plan guides product builders through building their specific product using the core assets. There are two “flavors” of the production plan: the generic and the product-specific.

The generic production plan is largely constructed from method fragments which correspond to the production variations. The method fragments are coordinated with the attached processes of specific core assets. The generic production plan, which is a core asset, is incomplete because it includes a model of the product variations. The variation points in this model represent decisions to be made by the product builder.

The generic production plan is instantiated into the product-specific production plan using the information in the attached processes of the core assets selected to satisfy the product variations, see Figure 4.

When a specific core asset is selected for use in building a product, its attached process is added to the emerging product-specific production plan. That includes adding a method fragment to the production method for that product just as the information provided by the core asset is added to the product. The generic production plan provides the context for making the tactical decisions required to select a variant from among those possible at each variation point. The fully instantiated product-specific production plan has no unbound variation points, but the product may still have unbound variation points.

![Figure 4 Production plan instantiation](image-url)

3.4 Example

Bundling is a business strategy that groups a set of the products in the product line for sale as a unit. The products vary from each other but share a common high level purpose. A suite of word-processing, presentation graphics, and spreadsheet products are bundled based on a user’s role in an organization. A security package bundles several products that all relate to the same general purpose - ensuring the security of a computer. The distribution of variants for a single feature across the products in the unit is a strategic variation. Some specific strategic variations include the range of operating systems to be supported or the variety of human languages to be supported.

The strategic variation of having different functionality based on a common purpose leads to a number of tactical variations. For example, file formats vary because different users handle very different types of information. The most efficient storage format for one type of information is different for other types of information. Another tactical variation is the variation among user interfaces. Some of the interfaces will be graphical while others will be text-oriented.

The tactical variations occur at places in core assets where product-specific information is required. The tactical variation in user interfaces results in a number of variation points. One such point might address the look and feel. Many windowing systems provide the ability to select different skins, menu styles, and window borders.
These variation points often correspond to variation points in the production method. For example, different products can require different binding times which in turn can require different design and construction techniques. Choosing one windowing systems could result in binding variation decisions at installation time while another windowing system would support configuration changes at any time.

4. Conclusions and Future Work

Variation modeling and production planning need to be cooperating activities. Production planning does not resolve product variations but they are vital to its success. At the very least the production method must provide the means for resolving all product variations. Frequently, product variations lead to variations in both the production method and production plan.

Variation in a software product line organization includes differences in the feature sets of products and in the system used to produce the products. These differences are captured in the assets related to product production. The production system must support these variations. That involves mapping the strategic variations into the core asset specifications including those of the production system itself.

The goals for a software product line impose goals and constraints on its production system. The production strategy, production method, and production plan provide a natural progression from strategic to tactical to concrete instructions for the product builder.

A number of issues require further investigation. Our techniques for identifying production variations are still intuitive and need more complete definition. The relationships between product and production variations and between strategic and tactical variations are not fully clarified. For example, it seems that each specific variation point has some element of both product and production associated with it. Is this true only for code-based assets or for assets in general?

There are multiple method engineering techniques that provide support for reusable pieces, i.e., method fragments. Which of these techniques can be used during method engineering to ensure that the fragments resulting from the different variants can be composed into a useful method? Will those techniques scale given the strategic levels of reuse encountered in a software product line organization?

Both production planning and variation management are central to product line success. The techniques presented in this paper illustrate that these two important ideas should work together to enhance product line operation.
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Abstract

Multi-level staged configuration (MLSC) of feature diagrams has been proposed as a means to facilitate configuration in software product line engineering. Based on the observation that configuration often is a lengthy undertaking with many participants, MLSC splits it up into different levels that can be assigned to different stakeholders. This makes configuration more scalable to realistic environments. Although its supporting language (cardinality based feature diagrams) received various formal semantics, the MLSC process never received one. Nonetheless, a formal semantics is the primary indicator for precision and unambiguity and an important prerequisite for reliable tool-support.

We present a semantics for MLSC that builds on our earlier work on formal feature model semantics to which it adds the concepts of level and configuration path. With the formal semantics, we were able to make the original definition more precise and to reveal some of its subtleties and incompletenesses. We also discovered some important properties that an MLSC process should possess and a configuration tool should guarantee. Our contribution is primarily of a fundamental nature, clarifying central, yet ambiguous, concepts and properties related to MLSC. Thereby, we intend to pave the way for safer, more efficient and more comprehensive automation of configuration tasks.

1 Introduction

Feature Diagrams (FDs) are a common means to represent, and reason about, variability during Software Product Line (SPL) Engineering (SPLE) [10]. In this context, they have proved to be useful for a variety of tasks such as project scoping, requirements engineering and product configuration, and in a number of application domains such as telecoms, automotive and home automation systems [10]. The core purpose of an FD is to define concisely the set of legal configurations – generally called products – of some (usually software) artefact. An example FD is shown in Figure 1. Basically, FDs are trees1 whose nodes denote features and whose edges represent top-down hierarchical decomposition of features. Each decomposition tells that, given the presence of the parent feature in some configuration \(c\), some combination of its children should be present in \(c\), too. Which combinations are allowed depends on the type of the decomposition, that is, the Boolean operator associated to the parent. In addition to their tree-shaped backbone, FDs can also contain cross-cutting constraints (usually requires or excludes) as well as side constraints in a textual language such as propositional logic [1].

Given an FD, the configuration or product derivation process is the process of gradually making the choices defined in the FD with the purpose of determining the product that is going to be built. In a realistic development, the configuration process is a small project itself, involving many people and taking up to several months [11]. In order to master the complexity of the configuration process, Czarnecki et al. [5] proposed the concept of multi-level staged configuration (MLSC), in which configuration is carried out by different stakeholders at different levels of product development or customisation. In simple staged configuration, at each stage some variability is removed from the FD until none is left. MLSC generalises this idea to the case were a set of related FDs are configured, each FD pertaining to a so-called ‘level’. This addresses problems that

1Sometimes DAGs are used, too [8].
occur when different abstraction levels are present in the same FD and also allows for more realism since a realistic project would have several related FDs rather than a single big one [12, 11].

Even though its supporting language (cardinality based FDs) received various formal semantics [4, 13], the MLSC process never received one. Nonetheless, a formal semantics is the primary indicator for precision and unambiguity and an important prerequisite for reliable tool-support. This paper is intended to fill this gap with a semantics for FDs [13]. The earlier semantics of [13] will be herein referred to as static, because it concentrates on telling which configurations are allowed (and which are disallowed), regardless of the process to be followed for reaching one or the other configuration. We thus extend this semantics with the concepts of stage, configuration path and level.

The contribution of the paper is a precise and formal account of MLSC that makes the original definition [5] more explicit and reveals some of its subtleties and incompletenesses. The semantics also allowed us to discover some important properties that an MLSC process should possess and a configuration tool should guarantee.

The paper is structured as follows. Section 2 recalls the static FD semantics and introduces a running example. Section 3 recapitulates the main concepts of staged configuration which are then formalised in Section 4 with the introduction of the dynamic semantics. Ways to implement and otherwise use the semantics are discussed in Section 5. The paper will be concluded in Section 6. An extended version of this paper was published as a technical report [3].

2 Static FD semantics (\([\ldots]\)\)

In [13], we gave a general formal semantics to a wide range of FD dialects. The full details of the formalisation cannot be reproduced here, but we need to recall the essentials. The formalisation was performed following the guidelines of Harel and Rumpe [7], according to whom each

![Figure 1. FD example, adapted from [5].](image)

modelling language \(L\) must possess an unambiguous mathematical definition of three distinct elements: the syntactic domain \(L\), the semantic domain \(S\) and the semantic function \(F \colon L \to S\), also traditionally written \([\ldots]\).

Our FD language will be simply called \(FD\), and its syntactic domain is defined as follows.

**Definition 1 (Syntactic domain \(FD\))** \(d \in FD\) is a 6-tuple \((N, P, r, \lambda, DE, \Phi)\) such that:

- \(N\) is the (non empty) set of features (nodes).
- \(P \subseteq N\) is the set of primitive features.
- \(r \in N\) is the root.
- \(DE \subseteq N \times N\) is the decomposition relation between features which forms a tree. For convenience, we will use \(\text{children}(f)\) to denote \(\{g \mid (f, g) \in DE\}\), the set of all direct sub-features of \(f\), and write \(n \rightarrow n'\) sometimes instead of \((n, n') \in DE\).
- \(\lambda : N \to N \times N\) indicates the decomposition type of a feature, represented as a cardinality \(\langle i..j \rangle\) where \(i\) indicates the minimum number of children required in a product and \(j\) the maximum. For convenience, special cardinalities are indicated by the Boolean operator they represent, as shown in Table 1.
- \(\Phi\) is a formula that captures crosscutting constraints \(\ll\text{requires}\gg\) and \(\ll\text{includes}\gg\) as well as textual constraints. Without loss of generality, we consider \(\Phi\) to be a conjunction of Boolean formulae on features, i.e. \(\Phi \in \mathbb{B}(N)\), a language that we know is expressively complete wrt. \(S\) [14].

Furthermore, each \(d \in FD\) must satisfy the following well-formedness rules:

- \(r\) is the root; \(\forall n \in N (\exists n' \in N \land n' \rightarrow n) \iff n = r\).
- \(DE\) is acyclic; \(\forall n \in N \land n_1 \rightarrow \ldots \rightarrow n_k \rightarrow n_1\).
- Terminal nodes are \(\langle 0,0..\rangle\)-decomposed.

Definition 1 is actually a formal definition of the graphical syntax of an FD such as the one shown in Figure 1;

<table>
<thead>
<tr>
<th>Concrete syntax</th>
<th>Boolean operator</th>
<th>Cardinality</th>
</tr>
</thead>
<tbody>
<tr>
<td>and : (\land)</td>
<td>((n..n))</td>
<td></td>
</tr>
<tr>
<td>or : (\lor)</td>
<td>((1..n))</td>
<td></td>
</tr>
<tr>
<td>xor : (\oplus)</td>
<td>((1..1))</td>
<td></td>
</tr>
<tr>
<td>(\langle i..j \rangle)</td>
<td>(\langle i..j \rangle)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. FD decomposition operators

---

2 Some harmless simplifications are made wrt. the original [13].
for convenience, each feature is given a name and a one-letter acronym. The latter depicts an FD for the tax gateway component of an e-Commerce system [5]. The component performs the calculation of taxes on orders made with the system. The customer who is going to buy such a system has the choice of three tax gateways, each offering a distinct functionality. Note that the hollow circle above features has the choice of three tax gateways, each offering a different functionality. The customer who is going to buy such a system performs the calculation of taxes on orders made with the system.

Definition 3 (Semantic function)
Given a feature $d$ that is decomposed and having $f$ as its only child [13]. Let us call $B_d$ the dummy node inserted between $B$ and its parent. The diagram itself can be represented as an element of $L_{FD}$, where $N = \{G, T, E, ..., \}, P = N \setminus \{B_d\}, r = G, E = \{(G, T), (G, E), ..\}, \lambda(G) = (1..1), ..$ and $\Phi = \emptyset$.

The semantic domain formalises the real-world concepts that the language models, and that the semantic function associates to each diagram. FDs represent SPLs, hence the following two definitions.

Definition 2 (Semantic domain $S_{FD}$)
$S_{FD} \triangleq \mathbb{P}\mathbb{P}\mathbb{P}$, indicating that each syntactically correct diagram should be interpreted as a product line, i.e. a set of configurations or products (set of sets of primitive features).

Definition 3 (Semantic function $[d]_{FD}$)
Given $d \in L_{FD}$, $[d]_{FD}$ returns the valid feature combinations $FC \in \mathbb{P}\mathbb{P}\mathbb{P}N$ restricted to primitive features: $[d]_{FD} = FC|_p$, where the valid feature combinations $FC$ of $d$ are those $c \in \mathbb{P}\mathbb{P}\mathbb{P}N$ that:

- contain the root: $r \in c$,
- satisfy the decomposition type: $f \in c \land \lambda(f) = (m..n) \Rightarrow m \leq |\text{children}(f)\cap c| \leq n$,
- justify each feature: $q \in c \land q \in \text{children}(f) \Rightarrow f \in c$,
- satisfy the additional constraints: $c \models \Phi$.

The reduction operator used in Definition 3 will be used throughout the paper; it is defined as follows.

Definition 4 (Reduction $A_{|B}$)
$A_{|B} \triangleq \{a'|a \in A \land a' = a \cap B\} = \{a \cap B|a \in A\}$

Considering the previous example, the semantic function maps the diagram of Figure 1 to all its valid feature combinations, i.e. $\{(G, T, M, O), (G, T, M, I), ..\}$.

As shown in [13], this language suffices to retrospectively define the semantics of most common FD languages. The language for which staged configuration was initially defined [5], however, cannot entirely be captured by the above semantics [14]. The concepts of feature attribute, feature reference and feature cardinality are missing. Attributes can easily be added to the semantics [4], an exercise we leave for future work. Feature cardinalities, as used for the cloning of features, however, would require a major revision of the semantics [4].

Benefits, limitations and applications of the above semantics have been discussed extensively elsewhere [13]. We just recall here that its main advantages are the fact that it gives an unambiguous meaning to each FD, and makes FDS amenable to automated treatment. The benefit of defining a semantics before building a tool is the ability to reason about tasks the tool should do on a pure mathematical level, without having to worry about their implementation. These so-called decision problems are mathematical properties defined on the semantics that can serve as indicators, validity or satisfiability checks.

In the present case, for instance, an important property of an FD, its satisfiability (i.e. whether it admits at least one product), can be mathematically defined as $[d]_{FD} \neq \emptyset$. As we will see later on, the lack of formal semantics for staged configuration makes it difficult to precisely define such properties.

For the remainder of the paper, unless otherwise stated, we always assume $d$ to denote an FD, and $(N, P, r, \lambda, DE, \Phi)$ to denote the respective elements of its abstract syntax.
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to the FD. Some of these transformations, such as setting the value of an attribute, involve constructs that are not formalised as part of the semantics defined in Section 2. The remaining transformations are shown in Figure 2. Note that they are expressed so that they conform to our semantics.

Multi-level staged configuration is the application of this idea to a series of related FDs $d_1, ..., d_\ell$. Each level has its own FD, and, depending on how they are linked, the configuration of one level will induce an automatic specialisation of the next level’s FD. The links between diagrams are defined explicitly through specialisation annotations. A specialisation annotation of a feature $f$ in $d_i$, $(f \in N_i)$, consists of a Boolean formula $\phi$ over the features of $d_{i-1}(\phi \in \mathcal{B}(N_{i-1}))$. Once level $i-1$ is configured, $\phi$ can be evaluated on the obtained configuration $c \in [d_{i-1}]_\mathcal{F}$, using the now standard Boolean encoding of [1], i.e. a feature variable $n$ in $\phi$ is true iff $n \in c$. Depending on its value and the specialisation type, the feature $f$ will either be removed or selected through one of the first two syntactic transformations of Figure 2. An overview of this is shown in Table 2.

Let us illustrate this on the example of the previous section: imagine that there are two times at which the customer decides to need to configure the gateways. The first time (level one) is when he purchases the system. All he decides at this point is which gateways will be available for use; the diagram that needs to be configured is the one shown on the left of Figure 3. Then, when the system is being deployed (level two), he will have to settle for one of the gateways and provide additional configuration parameters, captured by the first diagram on the right side of Figure 3. Given the inter-level links, the diagram in level two is automatically specialised based on the choices made in level one.

Note that even though both diagrams in the example are very similar, they need not be so. Also note that the original paper mentions the possibility, that several configuration levels might run in parallel. It applies, for instance, if levels represent independent decisions that need to be taken by different people. As we show later on, such situations give rise to interesting decision problems.

Finally, note that the MLSC approach, as it appears in [5], is entirely based on syntactic transformations. This makes it difficult to decide things such as whether two elements $A$ and $B$ are commutative (executing $A$ before $B$ leaves the same variability as executing $B$ before $A$). This is the main motivation for defining a formal semantics, as follows in the next section.

## 4 Dynamic FD semantics ($\mathcal{L}_{\mathcal{C}_P}$)

We introduce the dynamic FD semantics in two steps. The first, Section 4.1, defines the basic staged configuration semantics; the second, Section 4.2, adds the multi-level aspect.

### 4.1 Staged configuration semantics

Since we first want to model the different stages of the configuration process, regardless of levels, the syntactic domain $\mathcal{L}_{\mathcal{F}}$ will remain as defined in Section 2. The semantic domain, however, changes since we want to capture the idea of building a product by deciding incrementally which configuration to retain and which to exclude.

Indeed, we consider the semantic domain to be the set of all possible configuration paths that can be taken when building a configuration. Along each such path, the initially full configuration space $([d]_\mathcal{F})$ progressively shrinks (i.e., configurations are discarded) until only one configuration is left, at which point the path stops. Note that in this work, we thus assume that we are dealing with finite configuration processes where, once a unique configuration is reached, it remains the same for the rest of the life of the application. Extensions of this semantics, that deal with reconfigurable systems, are discussed in [3]. For now, we stick to Definitions 5 and 7 that formalise the intuition we just gave.

#### Definition 5 (Dynamic semantic domain $\mathcal{S}_{\mathcal{C}_P}$)

*Given a finite set of features $N$, a configuration path $\pi$ is a finite sequence $\pi = \sigma_1...\sigma_n$ of length $n > 0$, where each $\sigma_i \in \mathcal{P}P N$ is called a stage. If we call the set of such paths $\mathcal{C}$, then $\mathcal{S}_{\mathcal{C}_P} = \mathcal{P}\mathcal{C}$.*

The following definition will be convenient when expressing properties of configuration paths.
Definition 6 (Path notation and helpers)

- \( \varepsilon \) denotes the empty sequence
- \( \text{last}(\sigma_1...\sigma_k) = \sigma_k \)

Definition 7 (Staged configuration semantics \([d]_{\text{CR}}\))

Given an FD \( d \in \mathcal{L}_{\text{FD}} \), \([d]_{\text{CR}}\) returns all legal paths \( \pi \) (noted \( \pi \in \mathcal{L}_{\text{CR}} \), or \( \pi \models_{\text{CR}} d \)) such that

1. \( \sigma_1 = [d]_{\text{FD}} \)
2. \( \forall i \in \{2..n\} \quad \sigma_i \subset \sigma_{i-1} \)
3. \( |\sigma_n| = 1 \)

Note that this semantics is not meant to be used as an implementation directly, for it would be very inefficient. This is usual for denotational semantics which are essentially meant to serve as a conceptual foundation and a reference for checking the conformance of tools [15]. Along these lines, we draw the reader’s attention to condition (7.2) which will force compliant configuration tools to let users make only “useful” configuration choices, that is, choices that effectively eliminate configurations. At the same time, tools must ensure that a legal product eventually remains reachable given the choices made, as requested by condition (7.3).

As an illustration, Figure 4 shows an example FD and its legal paths. A number of properties can be derived from the above definitions.

**Theorem 8 (Properties of configuration paths)**

1. \( [d]_{\text{FD}} = \emptyset \Leftrightarrow [d]_{\text{CR}} = \emptyset \)
2. \( \forall c \in [d]_{\text{FD}} \quad \exists \pi \in [d]_{\text{CR}} \quad \text{last}(\pi) = \{c\} \)
3. \( \forall c \in [d]_{\text{CR}} \quad \exists \pi \in [d]_{\text{FD}} \quad \text{last}(\pi) = \{c\} \)

Contrary to what intuition might suggest, (8.2) and (8.3) do not imply that \(|[d]_{\text{FD}}| =|[d]_{\text{CR}}| \), they merely say that every configuration allowed by the FD can be reached as part of a configuration path, and that each configuration path ends with a configuration allowed by the FD.

Czarnecki et al. [5] define a number of transformation rules that are to be used when specialising an FD, three of which are shown in Figure 2. With the formal semantics, we can now verify whether these rules are expressively complete, i.e. whether it is always possible to express a \( \sigma_i \) (\( i > 1 \)) through the application of the three transformation rules.
Theorem 9 (Incompleteness of transformation rules)
The transformation rules shown in Figure 2 are expressively incomplete wrt. the semantics of Definition 7.

Proof. Consider a diagram consisting of a parent feature \( \{2.2\} \)-decomposed with three children \( a, b, c \). It is not possible to express the \( \sigma_i \) consisting of \( \{a, b\} \) and \( \{b, c\} \), by starting at \( \sigma_1 = \{\{a, b\}, \{a, c\}, \{b, c\}\} \) and using the proposed transformation rules (since removing one feature will always result in removing at least two configurations). \( \square \)

Note that this is not necessarily a bad thing, since Czarnecki et al. probably chose to only include transformation steps that implement the most frequent usages. However, the practical consequences of this limitation need to be assessed empirically.

4.2 Adding levels

Section 4.1 only deals with dynamic aspects of staged configuration of a single diagram. If we want to generalise this to MLSC, we need to consider multiple diagrams and links between them. To do so, there are two possibilities: (1) define a new abstract syntax, that makes the set of diagrams and the links between them explicit, or (2) encode this information using the syntax we already have.

We chose the latter option, mainly because it allows to reuse most of the existing definitions and infrastructure, and because it can more easily be generalised. Indeed, a set of FDs, linked with conditions of the types defined in Table 2, can be represented as a single big FD. The root of each individual FD becomes a child of the root of the combined FD.

The root is \( \text{and-decomposed} \) and the inter-level links are represented by Boolean formulae. To keep track of where the features in the combined FD came from, the level information will be made explicit as follows.

Definition 10 (Dynamic syntactic domain \( \mathcal{L}_{\text{DynFD}} \))
\( \mathcal{L}_{\text{DynFD}} \) consists of 7-tuples \( (N, P, R, \lambda, DE, \Phi) \), where:

- \( N, P, R, \lambda, DE, \Phi \) follow Definition 1,
- \( L = L_1 \ldots L_d \) is a partition of \( N \setminus \{r\} \) representing the list of levels.

So that each \( d \in \mathcal{L}_{\text{DynFD}} \) satisfies the well-formedness rules of Definition 1, has an \( \text{and-decomposed} \) root, and each level \( L_i \in L \):

- is connected through exactly one node to the global root: \( \forall n \in L_i \exists (r, n) \in DE \), noted hereafter \( \text{root}(L_i) \),
- does not share decomposition edges with other levels (except for the root): \( \forall (n, n') \in DE \quad (n \in L_i \iff n' \in L_i) \lor (n = r \land n' = \text{root}(L_i)) \),
- is itself a valid FD, i.e. \( (L_i, P \cap L_i, \text{root}(L_i), \lambda \land (L_i \rightarrow N \times N), DE \cap (L_i \times L_i), \emptyset) \) satisfies Definition 1.\(^4\)

Figure 5 illustrates how the example of Figure 3 is represented in \( \mathcal{L}_{\text{DynFD}} \). Note that, for the purpose of this paper, we chose an arbitrary concrete syntax for expressing levels, viz. the dotted lines. This is meant to be illustrative, since a tool implementation should rather present each level separately, so as not to harm scalability.

Given the new syntactic domain, we need to revise the semantic function. As for the semantic domain, it can remain the same, since we still want to reason about the possible configuration paths of an FD. The addition of multiple

\(^4\)The set of constraints here is empty because it is not needed for validity verification.
levels, however, requires us to reconsider what a legal configuration path is. Indeed, we want to restrict the configuration paths to those that obey the levels specified in the FD. Formally, this is defined as follows.

**Definition 11 (Dynamic FD semantics)** $[d]_{\text{DynFD}}$  
Given an FD $d \in \mathcal{L}_{\text{DynFD}}$ , $[d]_{\text{DynFD}}$ returns all paths $\pi$ that are legal wrt. Definition 7, i.e. $\pi \in [d]_{\text{cr}}$, and for which exists a legal level arrangement, that is $\pi$, except for its initial stage, can be divided into $L (|L|)$ levels: $\pi = \sigma_1 \Sigma_1 \ldots \Sigma_6$, each $\Sigma_i$ corresponding to an $L_i$ such that:

(11.1) $\Sigma_i$ is fully configured: $|\text{final}(\Sigma_i)|_{L_i} = 1$, and

(11.2) $\forall \sigma_j \Sigma_{j+1} \bullet \pi = \ldots \sigma_j \Sigma_{j+1} \ldots$ and $\sigma_{j+1} \in \Sigma_i$, we have $$(\sigma_j \setminus \sigma_{j+1})_{|L_i} \subseteq (\sigma_j \setminus \sigma_{j+1})_{|L_i}.$$ 

As before, this will be noted $\pi \in [d]_{\text{DynFD}}$, or $\pi \models_{\text{DynFD}} d$.

We made use of the following helper.

**Definition 12 (Final stage of a level $\Sigma_i$)**  
For $i = 1 \ldots \ell$:

$$\text{final}(\Sigma_i) \triangleq \begin{cases} \text{last}(\Sigma_i) & \text{if } \Sigma_i \neq \epsilon \\ \text{final}(\Sigma_{i-1}) & \text{if } \Sigma_i = \epsilon \text{ and } i > 1 \\ \sigma_i & \text{if } \Sigma_i = \epsilon \text{ and } i = 1 \end{cases}$$

The rule (11.2) expresses the fact that each configuration deleted from $\sigma_j$ (i.e. $c \in \sigma_j \setminus \sigma_{j+1}$) during level $L_i$, has to be deleted from the configurations of $L_i$ that are deleted during this stage. In other words, the set of deleted configurations needs to be included in the set of deletable configurations for that level. The deletable configurations in a stage of a level are those that indeed remove configurations pertaining to that level (hence: first reduce to the level, then subtract), whereas the deleted configurations in a stage of a level are all those that were removed (hence: first subtract, then reduce to level to make comparable). Intuitively, this corresponds to the fact that each decision has to affect only the level at which it is taken.

### 4.3 Illustration

Let us illustrate this with the FD of Figure 5, which we will call $d$, itself being based on the example of Figure 3 in Section 3. The semantic domain of $[d]_{\text{DynFD}}$ still consists of configuration paths, i.e. it did not change from those of $[d]_{\text{cr}}$, shown in Figure 4. Yet, given that $[d]_{\text{DynFD}}$ takes into account the levels defined for $d$, not all possible configuration paths given by $[d]_{\text{cr}}$ are legal. Namely, those that do not conform to rules (11.1) and (11.2) need to be discarded. This is depicted in Figure 6, where the upper box denotes the staged configuration semantics of $d$ $([d]_{\text{cr}})$, and the lower box denotes $[d]_{\text{DynFD}}$, i.e. the subset of $[d]_{\text{cr}}$, that conforms to Definition 11.

We now zoom in on two configuration paths $\pi_i, \pi_j \in [d]_{\text{cr}}$, shown with the help of intermediate FDs in the lower part of Figure 6. As noted in Figure 6, $\pi_i$ is not part of $[d]_{\text{DynFD}}$, since it violates Definition 11, whereas $\pi_i$ satisfies it and is kept. The rationale for this is provided in Table 3. Indeed, for $\pi_i$, there exists no level arrangement that would satisfy both rules (11.1) and (11.2). This is because in $\sigma_2$, it is not allowed to remove the feature $B_2$, since it belongs to $L_2$, and $L_1$ is not yet discarded. Therefore, either there is still some variability left in the FD at the end of the level, which is thus not fully configured (the first possible arrangement of $\pi_j$ in Table 3 violates rule (11.1)), or the set of deleted configurations is greater than the set of deletable configurations (the other two arrangements of $\pi_j$ in Table 3, which violate rule (11.2)). For $\pi_i$, on the other hand, a valid level arrangement exists and is indicated by the highlighted line in Table 3. More details for this illustration are provided in [3].

### 5 Towards automation and analysis

This section explores properties of the semantics we just defined and sketches paths towards automation.

#### 5.1 Properties of the semantics

In Definition 11, we require that it has to be possible to divide a configuration path into level arrangements that satisfy certain properties. The definition being purely declarative, it does not allow an immediate conclusion as to how many valid level arrangements one might find. The following two theorems show that there is exactly one. Their proofs can be found in [3].

---

**Table 3. Validation of level arrangements.**

<table>
<thead>
<tr>
<th>Level arrangement for path</th>
<th>rule (11.1)</th>
<th>rule (11.2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_i = \sigma_1$ $\Sigma_1$ $\Sigma_2$</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td>$\pi_j = \sigma_1$ $\Sigma_1$ $\Sigma_2$</td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
</tbody>
</table>
Given a diagram \( d \in \mathcal{L}_{\text{DynFD}} \), each configuration path \( \pi \in [d]_{\text{DynFD}} \) with \( \Sigma_1, \Sigma_i \) as a valid level arrangement satisfies the following properties.

(13.1) If \( \sigma_j \in \Sigma_i \) then \( \forall k < j \cdot |\sigma_k|_{L_i} > |\sigma_j|_{L_i} \).

(13.2) If \( \sigma_j \in \Sigma_i \) and \( \sigma_j \neq \text{last}(\Sigma_i) \) then \( |\sigma_j|_{L_i} > 1 \).

(13.3) If \( |\sigma_j|_{L_i} = 1 \) then \( \forall k > j \cdot \sigma_k \notin \Sigma_i \).

(13.4) If \( |\sigma_j|_{L_i} = 1 \) then \( \forall k > j \cdot |\sigma_k|_{L_i} = 1 \).

Theorem 14 (Uniqueness of level arrangement) For any diagram \( d \in \mathcal{L}_{\text{DynFD}} \), a level arrangement for a configuration path \( \pi \in [d]_{\text{DynFD}} \) is unique.

An immediate consequence of this result is that it is possible to determine a legal arrangement a posteriori, i.e., given a configuration path, it is possible to determine a unique level arrangement describing the process followed for its creation. Therefore, levels need not be part of the semantic domain. This result leads to the following definition.

Definition 15 (Subsequence of level arrangement) Given an FD \( d \) and \( L_i \in L, \pi \in [d]_{\text{DynFD}}, \text{sub}(L_i, \pi) \) denotes the subsequence \( \Sigma_i \) of \( \pi \) pertaining to level \( L_i \) for the level arrangement of \( \pi \) that satisfies Definition 11.

Continuing with Definition 11, remember that rule (11.2) requires that every deleted configuration be deletable in the stage of the associated level. An immediate consequence of this is that, unless we have reached the end of the configuration path, the set of deletable configurations must not be empty, established in Theorem 16. A second theorem, Theorem 17, shows that configurations that are deletable in a stage, are necessarily deleted in this stage.

Theorem 16 A necessary, but not sufficient replacement for rule (11.2) is that \( (\sigma_j|_{L_i} \setminus \sigma_{j+1}|_{L_i}) \neq \emptyset \).

Proof. Immediate via reductio ad absurdum. \( \square \)

Theorem 17 For rule (11.2) of Definition 11 holds

\[
(\sigma_j \setminus \sigma_{j+1})|_{L_i} \subseteq (\sigma_j|_{L_i} \setminus \sigma_{j+1}|_{L_i})
\]

\[
\Rightarrow (\sigma_j \setminus \sigma_{j+1})|_{L_i} = (\sigma_j|_{L_i} \setminus \sigma_{j+1}|_{L_i}).
\]

Proof. In [3], we prove that always

\[
(\sigma_j \setminus \sigma_{j+1})|_{L_i} \supseteq (\sigma_j|_{L_i} \setminus \sigma_{j+1}|_{L_i})
\]

which means that if in addition \( (\sigma_j \setminus \sigma_{j+1})|_{L_i} \subseteq (\sigma_j|_{L_i} \setminus \sigma_{j+1}|_{L_i}) \) holds, both sets are equal. \( \square \)
In Theorem 9, Section 4.1, we showed that the transformation rules of Figure 2, i.e. those proposed in [5] that relate to constructs formalised in the abstract syntax of Definition 10, are not expressively complete wrt. the basic staged configuration semantics of Definition 7. The two following theorems provide analogous results, but for the dynamic FD semantics. Basically, the property still holds for the dynamic FD semantics of Definition 11, and a similar property holds for the proposed inter-level link types of Table 2.

**Theorem 18 (Incompleteness of transformation rules)**
The transformation rules shown in Figure 2 are expressively incomplete wrt. the semantics of Definition 11.

**Proof.** We can easily construct an example for \( \mathcal{L}_{\text{DynFD}} \); it suffices to take the FD used to prove Theorem 9 and to consider it as the sole level of a diagram. From there on, the proof is the same.

**Theorem 19 (Incompleteness of inter-level link types)**
The inter-level link types proposed in [5] are expressively incomplete wrt. the semantics of Definition 11.

**Proof.** Basically, the proposed inter-level link types always have a sole feature on their right-hand side. It is thus impossible, for example, to express the fact that if some condition \( \phi \) is satisfied for level \( L_i \), all configurations of level \( L_{i+1} \) that have \( f \) will be excluded if they also have \( f' \) (i.e. \( \phi \Rightarrow (f \Rightarrow \neg f')) \).

### 5.2 Implementation strategies

A formal semantics is generally the first step towards an implementation, serving basically as a specification. In the case of FDs, two main types of tools can be considered: modelling tools, used for creating FDs, and configuration tools, used during the product derivation phase. Since the only difference between \( \mathcal{L}_{FD} \) and \( \mathcal{L}_{DynFD} \) is the addition of configuration levels, it should be rather straightforward to extend existing FD modelling tools to \( \mathcal{L}_{DynFD} \). In addition, the core of the presented semantics deals with configuration. Let us therefore focus on how to implement a configuration tool for \( \mathcal{L}_{DynFD} \), i.e. a tool that allows a user to configure a feature diagram \( d \in \mathcal{L}_{DynFD} \), allowing only the configuration paths in \([d]_{\text{DynFD}}\), and preferably without having to calculate the whole of \([d]_{FD} \), \([d]_{\text{DynFD}} \) or \([d]_{\text{DynFD}} \). Also note that, since we do not consider ourselves experts in human-machine interaction, we restrict the following discussion to the implementation of the semantics independently from the user interface. It goes without saying that at least the same amount of thought needs to be devoted to this activity [2].

The foundation of a tool, except for purely graphical ones, is generally a reasoning back-end. Mannoni and Batory [9, 1] have shown how an FD \( d \) can be encoded as a Boolean formula, say \( \Gamma_d \in \mathcal{B}(\mathcal{N}) \); and a reasoning tool based on this idea exists for \( \mathcal{L}_{FD} \) [16]. The free variables of \( \Gamma_d \) are the features of \( d \), so that, given a configuration \( c \in [d]_{FD} \), \( f_i = \text{true} \) denotes \( f_i \in c \) and \( f_i = \text{false} \) means \( f_i \notin c \). The encoding of \( d \) into \( \Gamma_d \) is such that evaluating the truth of an interpretation \( \epsilon \) in \( \Gamma_d \) is equivalent to checking whether \( c \in [d]_{\epsilon} \). More generally, satisfiability of \( \Gamma_d \) is equivalent to non-emptiness of \([d]_{\epsilon} \). Given this encoding, the reasoning back-end will most likely be a SAT solver, or a derivative thereof, such as a logic truth maintenance system (LTMS) [6] as suggested by Batory [1].

The configuration tool mainly needs to keep track of which features were selected, which were deselected and what other decisions, such as restricting the cardinality of a decomposition, were taken. This configuration state basically consists in a Boolean formula \( \Delta_d \in \mathcal{B}(\mathcal{N}) \), that captures which configurations have been discarded. Feasibility of the current configuration state, i.e. whether all decisions taken were consistent, is equivalent to satisfiability of \( \Gamma_d \land \Delta_d \). The configuration process thus consists in adding new constraints to \( \Delta_d \) and checking whether \( \Gamma_d \land \Delta_d \) is still satisfiable.

A tool implementing the procedure sketched in the previous paragraph will inevitably respect \([d]_{FD} \). In order to respect \([d]_{\epsilon} \), however, the configuration tool also needs to make sure that each time a decision \( \delta \) is taken, all other decisions implied by \( \delta \) be taken as well, for otherwise rule (7.2) might be violated in subsequent stages. This can easily be achieved using an LTMS which can propagate constraints as the user makes decisions. This way, once she has selected a feature \( f \) that excludes a feature \( f' \), the choice of \( f' \) will not be presented to the user anymore. The LTMS will make it easy to determine which variables, i.e. features, are still free and the tool should only present those to the user.

The extended procedure would still violate \([d]_{\text{DynFD}} \), since it does not enforce constraints that stem from level definitions. A second extension is thus to make sure that the tool respects the order of the levels as defined in \( d \), and only presents choices pertaining to the current level \( L_i \) until it is dealt with. This means that the formula of a decision \( \delta \) may only involve features \( f \) that are part of the current level (rule (11.2)). It also means that the tool needs to be able to detect when the end of a level \( L_i \) has come (rule (11.1)), which is equivalent to checking whether, in the current state of the LTMS, all of the \( f \in L_i \) are assigned a fixed value.

Given these guidelines, it should be relatively straightforward to come up with an architecture and some of the principal algorithms for a tool implementation.

### 6 Conclusion and future work

We introduced a dynamic formal semantics for FDs that allows reasoning about its configuration paths, i.e. the con-
configuration process, rather than only about its allowed configurations. Extending the basic dynamic semantics with levels yields a semantics for MLSC. The contribution of the paper is therefore a precise and formal account of MLSC that makes the original definition [5] more explicit and reveals some of its subtleties and incompletenesses. Based on the semantics we show some interesting properties of configuration paths and outline an implementation strategy that uses SAT solvers as the reasoning back-end.

A number of extensions to the dynamic FD semantics can be envisioned. From the original definition of MLSC [5], it inherits the assumption that levels are configured one after the other in a strict order until the final configuration is obtained. One way to extend the semantics is to relax this restriction and to allow levels that are interleaved, or run in parallel. The semantics also assumes that the configuration finishes at some point. This is not the case for dynamic or self-adaptive systems. Those systems have variability left at runtime, allowing them to adapt to a changing environment. In this case, configuration paths would have to be infinite. Another extension we envision is to add new FD constructs (like feature cardinalities and attributes) to the formalism. The ultimate goal of our endeavour is naturally to develop a configurator that would be compliant with the formalism, verify properties and compute various indicators.

These points are partly discussed in Section 2 and more extensively in [3]. They will be elaborated on in our future work, where we also intend to tackle the problem of FD evolution taking place during configuration.
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Abstract

Flexible development and product variability are two different challenges experienced by an increasing number of software intensive product builders. These challenges are often mixed, and have different meanings depending on the development model used by software intensive product builders to develop a product. Furthermore, the context in which companies operate can force them to transition between software product development models, and to re-interpret flexibility and variability in the context of the new development model. This paper explains the difference between flexible development and product variability, and provides a tradeoff model to assist companies in improving flexibility and variability in the framework of their specific context.

1. Introduction

Flexible development (flexibility) and product variability (variability) have become strategic challenges in software intensive product development. Although they are often mixed, both are fundamentally different problems. Flexible development is the ability to efficiently respond to new market opportunities in an effective manner (i.e. the speed by which ideas are brought to the market). Product variability is the ability to offer a large number of product variants to customers in an efficient manner. For many software intensive product builders, being able to address one or even both of these challenges can result in a competitive advantage.

Given the large available state of the art in flexibility and variability management techniques, it is remarkable that implementing an effective flexibility and variability strategy still poses so many challenges to software intensive product builders [27] [12].

An empirical study conducted by Sirris at 57 software product builders in Belgium [12] reveals two root causes for these difficulties. A first reason is that companies often try to apply the state of the art in flexibility and variability “out of the box”. In other words, they neglect to interpret the flexibility and variability challenges in the scope of their specific context, i.e. the product development model they use. Four basic product development models are considered in this paper: project based development, technology platform development, customized product development and out of the box product development.

A second reason is caused by changes in the business environment and in the technological context, driving companies to change their product strategy. Few products remain built using the same product development model for a long period of time. Instead, companies are undergoing transitions towards other development models. As a consequence, they need to re-interpret flexibility and variability each time the development model changes.

The goal of this paper is to provide insights in the dependence of flexibility and variability on software product development models. This paper presents a tradeoff model to assist companies in improving flexibility and variability, by selecting the optimal development model for flexibility and variability and/or optimizing flexibility and variability within the chosen model.

This paper is organized as follows. Section 2 introduces software intensive product development. Section 3 provides an overview of the four basic software product development models considered in this paper. Section 4 introduces flexibility and variability and provides an argumentation why they are becoming so dominant. It also presents an overview of
2. Software intensive product development

Product development is the set of activities starting with the perception of a market opportunity and ending in the production, sales, and delivery of a product [36]. Software is playing an increasingly important role in product development and has become a major instrument for product innovation [20] [30]. Because of this, software is ascending the value chain of products. This is true for many sectors, including sectors that traditionally are not associated with software. European studies [20] forecast an increase in the number of products that will become software enabled, and a strong global increase in the size of software development.

Throughout the paper, the term software intensive product is used to denote a product that contains a significant software component. Companies that produce these products are called software intensive product builders and the term software intensive product development is used to refer to product development as applied by software intensive product builders.

3. Software product development models

Companies use different models to develop and deliver their software intensive products to the market. At the current stage of the research, the four models described below are considered. They can be classified according to the ratio of domain engineering and application engineering they require (Figure 1, note that the relative position of the four models is only indicative). Domain engineering encompasses all the engineering activities related to the development of software artifacts reusable across a set of products (i.e. activities done for groups of customers such as making a general purpose product). Application engineering encompasses all the engineering activities related to the development of one, specific software product (i.e. all the effort done for a single customer such as developing a tailor made solution) [7] [10] [28].

Figure 1. The four software product development models

Two other terms used in the description of the different models are customization and configuration. In this paper the term customization is used to refer to the activity of changing a (generic) product into a solution satisfying the specific needs of a customer (by either adding new functionality, or changing or removing existing functionality). In essence, customization creates a new product variant that did not exist before. Configuration is choosing among a predefined set of product variants (e.g. by filling in configuration parameters).

Project based development. This model is used when products are developed on a project basis. In this model, customers do not find the desired solution on the market and commission its development to a software intensive product builder. Products developed in this model aim therefore at addressing a very specific demand that needs to perfectly fit in the context of the customer. Software intensive product builders applying this model usually build these products from scratch, independently from their other possibly similar products. In some cases, excerpts from other projects might be used to build a new product. This results in ad-hoc reuse between projects. In this model, the main focus is on delivering on time, within budget and with a given quality level.

Technology platform development. In this model, software intensive product builders aim to build a dedicated platform that solves a specific technological problem (e.g. database persistence, transactional event handling, etc.). Platforms aim to be building blocks of larger products and can either be for internal use (i.e. to be included in other products developed by the platform builder) or for external use (i.e. to be included in products developed by other companies). Companies developing a platform for internal use do it because they need the technology, but find no solution on the market. On the other hand, companies developing a platform to be used in third party products are constantly searching for new opportunities for their
technology. Once such an opportunity is found, the challenge is to integrate the platform with other products as fast and efficiently as possible. Embedding the platform in the encapsulating product typically involves a high degree of integration activities from both the platform builder and the customer.

**Customized product development.** This model is used by software intensive product builders that develop products that need to be further adapted to suit the specific needs of customers. These companies typically operate in markets in which customers seem to have conflicting expectations. On the one hand, customers expect solutions with qualities associated with product development (e.g. proven robustness, immediate availability, proven stability, a sophisticated maintenance/support network, etc.). On the other hand, they expect solutions with qualities associated with tailor made project development (e.g. possibility of total customer solution, every request of the customer is 100% satisfied by the solution, etc.). In order to fulfill these expectations, product builders applying this model focus on developing a common product base (e.g. some kind of “semi-finished” product) that contains the core functionality shared across all the potential customers. This product base is used to derive products for customers (customization) – by either the product builder itself or by a third party. Characteristic of the markets these product builders are active in is that a high degree of commonalities can be found between customer needs (e.g. 80%) but at the same time, customers can have very different and opposing needs for the (smaller) remaining part (e.g. 20%).

**Out of the box product development.** In this model, software intensive product builders strive to make a generic product that can suit the needs of many customers. The difference with the customized product development model is that no customization (coding) is done by the product builder for individual customers. The assumption is that customers will be prepared to sacrifice features in favor of, for example, lower cost and product stability. For out of the box product builders, finding the optimal degree of product configurability is often a challenge. Configurability can take many forms: support for different regulations (e.g. region specific features, legislation), support for different platforms (e.g. Windows versus Linux), support for different license models (e.g. free edition, professional edition, home edition), or personalization of the product.

Software intensive product builders do not necessarily restrict themselves to only one of the above product development models. Companies that offer a rich product portfolio can apply a different software product development model for each product in the portfolio, depending on parameters such as market situation and product maturity.


A similarity between the above models and some of the maturity levels for software product lines defined by Bosch [7] can be observed. Unlike Bosch, the described four software product development models give no indication about maturity. For example, the out of the box product development model is not necessarily more mature than the project based development model, and vice versa. In a very small niche market (or even for one customer with very specific needs) a company may benefit to develop a product from scratch in a project based manner. This will be a valid strategy if customers are prepared to pay the premium price for getting exactly what they need and if little commonality exists between different customers’ needs. Maturity must be interpreted differently for each model, e.g. some companies might be very mature in applying the project based development model while others might not.

4. Flexibility and variability in software intensive product development

For many software intensive product builders resolving flexibility and/or variability is becoming a necessity to remain competitive.

4.1. Product variability: the consequence of embracing customer intimacy

Driven by customers that are increasingly cost-conscious and demanding, a large number of companies adhere to customer intimacy: a strategy of continually tailoring and shaping products and services to fit an increasingly fine definition of the customer [35]. This has become a business strategy that is adopted by 1 out of 2 companies [23]. When applied on a large scale, customer intimacy leads to a trend called mass customization: producing in large volumes, but at the same time giving each individual customer something different. Achieving customer intimacy and especially mass customization leads in most cases to a large number of product variants per product base. This
Phenomenon is called product variability, the ability to offer a large number of product variants to customers.

As an increasing number of products will become software and ICT enabled, the variability aspects of products will be more and more situated at the software level. This drives an increasing number of companies to raise the variability level in their software. Forecasts predict that the ability to implement an efficient and effective variability strategy will be an important prerequisite to succeed or even survive as a software intensive product builder [19] [23]. Unfortunately, many product builders do not reach the desired level of variability or fail to do so in a cost efficient manner. This confronts software intensive product builders with a challenging engineering paradox:

**Variability Paradox:** How to remain efficient and effective while at the same time offer a much richer product variety to the customers?

### 4.2. Flexible development: the consequence of embracing innovation

More and more the economy is evolving from a knowledge based economy to an economy based on creativity and innovation [24]. A study by Siemens illustrates that today up to 70% of the revenue of product builders is generated by products or product features that did not exist 5 years ago [30]. On top of this, 90% of the managers of companies in sectors like aviation, automotive, pharmaceutical industry and telecommunication consider innovation as essential to reach their strategic objectives [15]. The “Innovator’s dilemma” [9] is in many cases no longer a dilemma for companies that build products, as innovation has become an absolute necessity in order to deal with global challenges and trends of the future.

An important observation to make in that context is that software is increasingly being used as an instrument to realize that innovation: software as engine for innovation. This trend is not only valid within specific niche markets, it is relevant for a wide range of sectors [20] [25]. Software is no longer a supporting technology, but it takes an essential role in the process of value creation.

Being “the first” is important if one wants to be innovative. Because of that, many companies are competing in a “rush to market” race. The product life cycle is shrinking at a steady pace, and few are the products today with a life cycle of one year or longer. The principle of being first mover, the rush to market race and the innovation dilemma lead to a need for flexibility.

**Flexible development:** the ability to quickly respond to new market needs and customer requests. It is all about increasing the speed by which innovations and ideas are brought to the market. Because software is “invading” in more products, flexibility is becoming a major issue in software development.

### 4.3. Flexibility and variability are different

Although flexibility and variability are very different by nature, they are often mixed. On the one hand, product variability is an attribute of the product (or a product base or a platform). Increasing the degree of variability of a product corresponds to adding variation points to that product. A variation point is a product option. It describes a decision that can be postponed. A variation point can be fixed by making a choice between a number of options. On the other hand, flexible development is an attribute of the engineering process. Being flexible basically means dealing with uncertainty, with the unexpected, and being able to efficiently adapt to changes and to new contexts.

Sometimes flexibility is increased by introducing variability. In [33] for example, modularity in product architecture is put forward as an anticipation strategy to become more flexible. The reverse (increasing variability by introducing flexibility) also happens. In Extreme programming [5] for instance, extensive upfront reasoning about future changes (with the purpose of anticipating variability) is discouraged in favor of installing a process that allows smoother software evolutions. The “extreme” view is that if you are flexible enough you do not need to be variable.

For some companies only variability matters, for others only flexibility matters, and for some others both matter. Also, companies exist that make products for which neither variability nor flexibility matter. A study conducted by Sirris at 57 companies [12] reveals that for 60% of the surveyed companies flexibility is important (i.e. the company experienced difficulties managing the challenge and it foresaw considerable optimizations if the challenge could be managed better), for 45% of companies variability is important and for 30% both challenges are important.

### 4.4. State of the art in product variability

Variability can be addressed from different perspectives. From the technology perspective, object-oriented frameworks [1], design patterns [16] and aspect-oriented development [22] have progressively been developed to provide better support for reuse and
variability. More recently, generative techniques [14] (a.k.a. model driven development [32]) aim to generate code in an automated way from high-level specifications. Some of these techniques can be used also to generate product variants from a common product.

Another relevant research area is the domain of configuration techniques. This ranges from simple configuration strategies based on parameterization (e.g. XML) up to fundamental research in configuration languages, consisting in using domain specific languages for configuration [26]. The goal is to extend products with languages to allow more complex configurations than is possible with conventional configuration parameters.

From the engineering perspective, various modeling techniques for variability have been proposed both by academia and industry [28]. Many of them have their roots in feature modeling (e.g. FODA), but significant contributions also have come from related areas including configuration management, domain analysis, requirements engineering, software architecture, formal methods, and domain specific languages [21] [4].

Finally, software product lines [10] have received extensive attention during the last few years (an issue of CACM has even been devoted to that topic [2]), and an increasing number of companies are considering adopting them.

4.5. State of the art in flexible development

Flexible development, the ability to quickly respond to new market needs and customer requests, is typically achieved through agile development methods. These methods basically promote communication between individuals, collaboration with customers, and frequent product increments with business value [6] [3]. Examples of popular agile methods are Scrum [31] and Extreme programming [5]. Scrum focuses mostly on agile management mechanisms. This is in contrast to Extreme programming for example, where the focus is more on providing integrated software engineering practices.

Another approach to achieve flexibility is Lean development [29]. It aims at improving the development process by removing any activity not providing value (waste elimination).

Finally, another view presented in the literature is that flexibility can be achieved by creating (flexible) adaptable artifacts of a common product base [28]. According to our definition, this is actually a strategy of increasing flexibility by introducing variability; the consequences are discussed below in section 7.

5. A static view on flexible development and product variability

This section argues that there is not such a thing as “good software engineering” in general. Software engineering, and more specifically, flexibility and variability have different meanings depending on the software product development model in use.

Most software intensive product builders consider software engineering as a broad domain that consists of a number of disciplines in which a large number of evolving software technologies can be applied (Figure 2). An exhaustive overview of the software engineering knowledge areas (disciplines) is provided in SWEBOK [18].

![Software Engineering](image)

**Figure 2. Software engineering as traditionally perceived by software intensive product builders**

In practice, the various software engineering disciplines should be interpreted differently depending on the software product development model. For example, in the project based development model, requirements engineering boils down to gathering specific needs of a single customer (focus is on effective interviewing and understanding). In contrast, when making an out of the box product there is no direct contact with customers. Requirements engineering involves collaboration between different stakeholders to understand the domain (the focus is on decision making and conflict resolution). A similar analysis can be made for other disciplines of software engineering, such as architecture, testing, project management, etc.
6. A dynamic view on flexible development and product variability

Companies might be in a situation where they can afford to remain in the same software product development model for a longer period of time. Unfortunately, for many companies this is not the case. Evolutions in the business environment and the technological context can force a company to undergo a transition towards a different software product development model (see later in this section). For these companies choosing a flexibility and variability approach is not a one-off decision but a recurring one.

Companies are often not globally aware of an ongoing transition as it might be triggered by certain decisions that are taken by individuals or sub-departments of the organization (i.e. these transitions happen implicitly). Because of this (global) unawareness, companies neglect to re-interpret the software engineering disciplines in function of the new development model and as a consequence they also neglect to re-interpret their flexibility and variability approaches. This explains symptoms that companies are faced with such as “software engineering practices that seemed to work well in the past do not seem to work anymore” (e.g. customer interviewing techniques that worked well in a project based development approach are no longer efficient to define an out of the box product).

Deciding what the optimal model is and when to initiate a transition to that model is difficult but essential to remain effective and competitive. Several trade-offs need to be made, and sometimes remaining too long in the same model can be harmful.

In the remainder of this section an overview is given of the business and technological phenomena that can cause companies to transition (or to consider a transition) from one software product development model to another. These phenomena are occurring on a massive scale as almost every company is affected by at least one of them.

6.1. Increasing need for customer intimacy (variability)

It seems that for realizing customer intimacy the project based product development model is ideal. Each customer wish can be realized during the projects, without interference from other customers. Variability is offered by providing every customer with a separate product implementation. Applying the strategy of customer intimacy [23] can therefore cause transitions towards the project based development model (Figure 3).
4). For example, companies developing out of the box products might move into other models that offer more customization opportunities.

6.2. Increasing need for bringing innovations faster to the markets (flexibility)

It seems that for realizing flexible development, the out of the box product development model is best suited. When possible, this is a very fast way of bringing solutions to customers: customers just buy the product and start using it.

In order to increase the speed of development [15], companies can consider transitioning towards the out of the box product development model (Figure 4). For example, a company doing project based development might consider moving to a model in which more domain engineering is involved so not every product has to be made from scratch.

![Figure 4. Transitions caused by an increase in customer intimacy and speed of innovation](image)

6.3. Towards hybrid products: not too much product, not too much service

Cusumano observes [13] that many organizations are shifting to hybrid models that combine services with products. Many companies that have a 100% service offering today (e.g. consultancy) consider combining these services with a product offering (e.g. a tool). Companies that have a 100% product offering are attempting to complement it with services (e.g. as a reaction to decreasing product license revenue). This trend can result in transitions towards the customized product development model (Figure 5).

![Figure 5. Transitions caused by combining products and services](image)

6.4. Transitions induced by technological evolutions

Due to technological evolutions, products are no longer standalone, but become “platforms” used in other products/services (e.g. mashups, e.g. see [37]). By opening an API of a proprietary closed product, an entirely new range of combinations with other products becomes possible. This trend causes companies to transition to the platform model (Figure 6).

Other examples include transitions caused by the maturing process of technologies (Figure 6). Early adopter companies might not find mature COTS technology implementations, and, as a consequence, decide to build an (in-house) technology platform. Although this can be a perfectly valid strategy at the start, it can turn into a liability as soon as the state of the art becomes sufficiently mature. When this happens, companies might consider leaving the technology platform model and move to another model.

![Figure 6. Transitions caused by technology maturation](image)
7. A model for trading off flexibility and variability

Flexibility and variability have become major points of attention for many software intensive product builders. In the previous sections two perspectives have been analyzed. The static perspective reveals that flexibility and variability should be interpreted differently in each software product development model. The dynamic perspective reveals that if a change in the product strategy imposes a transition towards another software product development model, companies have to re-interpret their flexibility and variability approaches. This, of course, is only the case when speed of innovation or customer intimacy is relevant.

To increase the levels of product variability and flexibility, two strategies can be considered. The first one is to consider moving to a different software product development model that better supports the flexibility and variability requirements. Flexibility and variability seem to push companies in opposite directions (Figure 4). If both are important, a compromise has to be made (you can buy variability for flexibility and vice versa). In sections 7.1 and 7.2, the trade-offs that need to be made are discussed.

The second strategy is to improve flexibility and/or variability within the model. Sometimes the current development model is already the optimal one (taken the product strategy and other trade-offs into account). In that case, the only option is to improve flexibility and/or variability within the model. Discussion about this goes beyond the scope of this paper.

Figure 7 shows an overview of the proposed tradeoff model to improve flexibility and variability.

7.1. Trade-off analysis: choosing an optimal model for variability

First, let us consider product variability. As argued in 6.1 it seems that for realizing variability (a consequence of adhering to customer intimacy) the project based product development model is ideal. However, this ideal model is in many situations not feasible due to the following reasons.

7.1.1. Lack of expert resources. If the human resources required to engineer the product are highly skilled IT professionals, the organization simply might not have or cannot access to enough resources to apply this model. Studies [8] [17] have shown that innovation in software development is generated by a limited set of individuals: the critical resources. Furthermore, studies have shown that assigning engineers to more than two projects at the same time is wasteful [38]. The closer to the upper left corner in Figure 1, the more linear the relationship becomes between the number of developed products and the required expert resources to engineer them. The following trade-off criterion is therefore important: understanding to what extent one is prepared to pay the price for more variability in terms of assigning critical expert resources to individual customer projects.

7.1.2. Difficulty to realize mass customization. Development models in the upper left corner (Figure 1) require larger amount of customer-specific development activities (application engineering), meaning that less customers can be served with the same amount of resources. Companies are only able to manage a certain amount of many individual “customer threads” simultaneously. Understanding this threshold is important. Companies might become a victim of their own success (e.g. increased size of customer base) if they remain in models in the upper left corner. The following trade-off criterion is therefore important: understanding to what extent one is prepared to pay the price for more variability in terms of a smaller customer base.

7.1.3. High time-to-market pressure. The models situated in the upper left corner (Figure 1) usually require more time to develop products. In a situation with a high pressure to deliver fast, these models might not be optimal. The following trade-off criterion is

---

1 An important consideration in adoption of models in the upper left corner is profitability. For some products and markets, customers are not ready to pay the premium price for customer specific developments that product builders need to be profitable.
therefore important: understanding to what extent one is prepared to pay the price for more variability in terms of less flexibility.

7.2. Trade-off analysis: choosing an optimal model for flexibility

Next, let us consider flexible development. It seems that for realizing flexibility, the out of the box product development model is best suited (section 6.2). However, this ideal model is in many situations not feasible due to the following reasons.

7.2.1. Lack of market and domain knowledge. Mastering successfully the models in the lower right corner (Figure 1) requires very good understanding of the domain (domain engineering) [11]. If this knowledge is not available, applying this model is risky because wrong assumptions can be made about customer needs. Companies can only increase flexibility by moving towards the lower right corner if this transition is accompanied by an acquisition of the relevant domain knowledge. The following trade-off criterion is therefore important: understanding to what extent one is prepared to pay the price for more flexibility in terms of increasing the investment involved in domain analysis.

7.2.2. Increased product complexity. Attempting to increase flexibility in the development process by adopting a product development model closer to the lower right corner (Figure 1), can have a (negative) side effect on the product. Increasing flexibility in this strategy is all about preparing and anticipating more flexibility in the future by introducing variation points. These variation points (often invisible to customers) are in the product architecture and add complexity to the product. For products with thousands of variation points (not an exceptional situation), the management of dependencies and interactions between these variation points might become difficult and may even result in degraded product quality. The following trade-off criterion is therefore important: understanding to what extent one is prepared to pay the price for more flexibility in terms of increasing product complexity. (Note that increasing flexibility by adopting an agile method does not suffer from the complexity problem. Only the process is affected, not the product.)

7.2.3. Difficulty of realizing variability. Models in the lower right corner (Figure 1) are typically characterized by a large customer base. In some situations defining a common product denominator for all these customers is difficult. Customers might require very different solutions (with even conflicting functionalities). Deriving products often requires much more than “simple” configuration. In this situation, both sophisticated product management activities (e.g., scoping [10]) and customization technologies are required (e.g., configuration languages, automatic code generation). The knowledge to master these technologies might not be available. Therefore, an important consideration is understanding to what extent one is prepared to pay the price for more flexibility in terms of less variability.

8. Conclusion

This paper addresses two fundamental decisions that many product builders are faced with: how to realize flexible development and how to realize product variability. Because these challenges are often mixed, companies sometimes fail to make the right decision. For example, a company might decide to develop an (internal) framework in order to speed up their development. However, if the company is not able to anticipate future wishes of its customers sufficiently well (e.g., due to the nature of the markets they are active in), the big investment in the framework might never be returned. In this situation a completely different strategy might be to introduce agile development methods. It is exactly the balancing between these two decisions with big impact that the presented tradeoff model is about.

Next research steps will extend this tradeoff model into a decision framework to guide companies in selecting and transitioning between flexibility and variability approaches.

9. Acknowledgments

The authors from Sirris would like to thank ISRIB (Institute for the encouragement of Scientific Research and Innovation of Brussels), IWT (Institute for the Promotion of Innovation by Science and Technology in Flanders) and the Brussels-Capital Region for the support they provided for this research and publication. They would also like to thank their colleagues for the useful marks provided on earlier versions of this document.

10. References

Deontic Logics for Modeling Behavioural Variability

Research in progress*

P. Asirelli, M. H. ter Beek, S. Gnesi
Istituto di Scienza e Tecnologie dell’Informazione “A. Faedo”, ISTI–CNR
Via G. Moruzzi 1, I-56124 PISA (Italy)
{asirelli,terbeek,gnesi}@isti.cnr.it

A. Fantechi
DSI–Università di Firenze and ISTI–CNR, Pisa
Via S. Marta 3, I-50139 FIRENZE (Italy)
fantechi@dsi.unifi.it

Abstract

We discuss the application of deontic logics to the modeling of variabilities in product family descriptions. Deontic logics make it possible to express concepts like permission and obligation. As a first result of this line of research, we show how a Modal Transition System, a model that has recently been proposed as an expressive way to deal with behavioural variability in product families, can be completely characterized with deontic logic formulae. We moreover show some exemplary properties that can consequently be proved for product families. These preliminary results pave the way to a wider application of deontic logics to specify and verify variability in product families.

1 Introduction

A description of a Product Family (PF) is usually composed of a constant part and a variable part. The first part describes aspects that are common to all products of the family, whereas the second part represents those aspects, called variabilities, that will be used to differentiate one product from another. The modeling of variability has been extensively studied in the literature, especially that concerning Feature modeling [2, 6, 17]. In variability modeling the interest is in defining which features or components of a system are optional, alternative, or mandatory; techniques and tools are then developed to show that a product belongs to a family, or to derive instead a product from a family, by means of a proper selection of the features or components.

In this paper we are interested in the modeling of behavioural variability, that is, how the products of a family differ in their ability to respond to events in time: this is an aspect that the referenced techniques do not typically focus on. Many notations and description techniques have been recently proposed for this purpose, such as variants of UML state diagrams [3, 25] or variants of UML sequence diagrams, for example STAIRS [20]; another proposal can be found in [24], where UML state diagrams and sequence diagrams have been enriched with aside notations to describe variation points. At this regard, we rather prefer to look for an expressive modeling formalism for families based on the choice of a basic behavioural model, namely Labelled Transition Systems (LTSs), which is one of the most popular formal frameworks for modeling and reasoning about the behaviour of a system. Modal Transition Systems (MTSs) have been proposed, in several variants, to model a family of such LTSs [18, 13, 8]: in this way it is possible to embed in a single model the behaviour of a family of products that share the basic structure of states and transitions, transitions which however can be seen as mandatory or possible for the products of the family.

Deontic logics [1] have become very popular in computer science in the last few decades to formalize descriptive and behavioural aspects of systems. This is mainly because they provide a natural way to formalize concepts like violation, obligation, permission, and prohibition. Intuitively, they permit one to distinguish between correct (normative) states and actions on the one hand and non-compliant states and actions on the other hand. This makes deontic logics a natural candidate for expressing the variability of a family of products. Recently, a Propositional Deontic Logic (PDL) capable of expressing the permitted
behaviour of a system has been proposed [5]. We want to study in detail the application of this kind of logics to the modeling of behavioural variability. Indeed, PDL appears to be a good candidate to express in a unique framework both behavioural aspects, by means of standard branching-time logic operators, and constraints over the product of a family, which usually require a separate expression in a first-order logic (as seen in [2, 9, 21]).

In this paper, we want to focus our attention on the ability of a logic of finitely characterizing the complete behaviour of a system, that is, given a MTS $\mathcal{A}$, we look for a formula of the logic that is satisfied by all and only those Labelled Transition Systems that can be derived from $\mathcal{A}$ As a first result in this direction, the main contribution of this paper is that we are able to finitely characterize finite state MTSs, using a deontic logic; to this aim, we associate a logical formula (called characteristic formula [11, 12, 23]) to each state of the MTS. Consequently, every LTS of the family defined by the MTS satisfies the formula, and no LTS outside the family satisfies it. In this way we establish a link between a common model of behavioural variability and PDL. The deontic logic proposed in this paper is able to describe, in a faithful way, the behaviour of systems modelled by finite state MTSs. Our work can serve as a basis to develop a full logical framework to express behavioural variability and to build verification tools employing efficient model-checking algorithms.

2 Labelled Transition Systems

As said before, a basic element of our research is the concept of a Labelled Transition System, of which we define several variants.

**Definition 2.1 (Labelled Transition System)** A Labelled Transition System (LTS) is a quadruple $(Q, q_0, Act, \rightarrow)$, in which

- $Q$ is a set of states;
- $q_0 \in Q$ is the initial state;
- $Act$ is a finite set of observable events (actions);
- $\rightarrow \subseteq Q \times Act \times Q$ is the transition relation; instead of $(q, \alpha, q') \in \rightarrow$ we will often write $q \xrightarrow{\alpha} q'$.

**Definition 2.2 (Modal Transition System)** A Modal Transition System (MTS) is a quintuple $(S, s_0, Act, \rightarrow_\alpha, \rightarrow_\omega)$ such that $(S, s_0, Act, \rightarrow_\alpha \cup \rightarrow_\omega)$ is a LTS. A MTS has two distinct transition relations: the must transition relation $\rightarrow_\alpha$ expresses required transitions, while the may transition relation $\rightarrow_\omega$ expresses possible transitions.

A MTS defines a family of LTSs, in the sense that each LTS $P = (S_P, p_0, Act, \rightarrow)$ of the family can be obtained from the MTS $F = (S_F, f_0, Act, \rightarrow_\alpha, \rightarrow_\omega)$ by considering its transition relation $\rightarrow$ to be $\rightarrow_\alpha \cup R$, with $R \subseteq \rightarrow_\omega$, and pruning the states that are not reachable from its initial state $p_0$. The “$P$ is a product of $F$” relation below, also called “conformance” relation, links a MTS $F$ representing a family with a LTS $P$ representing a product.

**Definition 2.3 (Conformance relation)** We say that $P$ is a product of $F$, denoted by $P \models F$, if and only if $p_0 \models s_0$, where $p \models f$ if and only if

- $f \xrightarrow{\alpha_1} f' \implies \exists p' \in S_P : p \xrightarrow{\alpha_1} p'$ and $p' \models f'$
- $p \xrightarrow{\alpha} p' \implies \exists f' \in S_F : f \xrightarrow{\alpha} f'$ and $p' \models f'$

Another extension of LTSs is obtained by labelling its states with atomic propositions, leading to the concept of doubly-labelled transition systems [7].

**Definition 2.4 (Doubly-Labelled Transition System)** A Doubly-Labelled Transition System ($L^2TS$) is a quintuple $(Q, q_0, Act, \rightarrow_\alpha, AP, L)$, in which

- $(Q, q_0, Act, \rightarrow_\alpha)$ is a LTS;
- $AP$ is a set of atomic propositions;
- $L : Q \rightarrow 2^{AP}$ is a labelling function that associates a subset of $AP$ to each state of the LTS.

3 A deontic logic

Deontic logics are an active field of research in formal logic for many years now. Many different deontic logic systems have been developed and in particular the use of modal systems has had a lot of success in the deontic community [1]. The way such logics formalize concepts such as violation, obligation, permission and prohibition is very useful for system specification, where these concepts arise naturally. In particular, deontic logics seem to be very useful to formalize product families specifications, since they allow one to capture the notion of possible and compulsory features.

Our starting point is the Propositional Deontic Logic (PDL) defined in [5]. PDL is able to express both the evolution in time of a system by means of an action, and the fact that certain actions are permitted or not in a given state. The original definition considers actions from a set $Act$, each action producing a set of events from a set $E$. The set of events produced by an action $\alpha \in Act$ is named $\Gamma(\alpha)$. The logic we propose in this paper is a temporal extension of PDL,
in a style reminiscent of the extension proposed in [5]. The syntax of the logic is:

\[ \phi ::= t \cdot p \mid \lnot \phi \mid \phi \land \phi' \mid \mathcal{A} \pi \mid E \pi \mid [\alpha] \phi \mid P(\alpha) \mid P_\omega(\alpha) \]

\[ \pi ::= \phi U \phi' \]

As usual, \( \cdot \) abbreviates \( t \cdot t \), \( \phi \lor \phi' \) abbreviates \( \lnot (\lnot \phi \land \lnot \phi') \), and \( \phi \Rightarrow \phi' \) abbreviates \( \phi \lor \phi' \). Moreover, \( E(\phi U \phi) \) abbreviates \( E(\phi U \phi') \) and \( AG(\phi) \) abbreviates \( \lnot EF \phi \). Finally, the informal meaning of the three non-conventional modalities, explained below in more detail, is:

- \([\alpha] \phi\): after any possible execution of \( \alpha \), \( \phi \) holds;
- \( P(\alpha) \): every way of executing \( \alpha \) is allowed;
- \( P_\omega(\alpha) \): some way of executing \( \alpha \) is allowed.

The first of these three modalities thus provides the possibility to express evolution, while the other two provide the possibility to express (weak) permission. Furthermore, \( \langle \alpha \rangle \phi \) abbreviates \( \lnot [\alpha] \lnot \phi \).

The two variants of permission are rather common in the literature on deontic logic. The operator \( P(\alpha) \) tells whether or not an action \( \alpha \) is allowed to be performed. It can be called a strong permission since it requires that every way of performing \( \alpha \) has to be allowed (e.g. if we were to say that \emph{driving} is allowed, it would mean that also \emph{driving while drinking beer} is allowed). Not surprisingly, permission has been a polemical notion since the very beginning of deontic logic. Some have proposed a weak version [22] in which to be allowed to perform an action means that this action is allowed only in some contexts. We stick to [5] and use both notions of permission. The latter is denoted by the operator \( P_\omega(\alpha) \), which must be read as \( \alpha \) is weakly allowed. The two versions differ in their properties (see [5] for details).

In [5] both variants of permission are used to define obligation \( O(\alpha) \) as \( P(\alpha) \land \lnot P_\omega(\lnot \alpha) \), i.e. \( \alpha \) is obligated if and only if it is strongly permitted and no other action is weakly allowed. This definition avoids Ross’s paradox \( O(\alpha) \Rightarrow O(\alpha \lor \alpha') \), which can be read as “if you are obliged to send a letter, then you are obliged to send it or burn it.”

The formal semantics of our logic is given below by means of an interpretation over \( L^2 \mathcal{TS} \), mimicking the original semantics of PDL in [5]. To this aim, the \( L^2 \mathcal{TS} \) used as an interpretation structure is defined as a sixtuple \( (W, \omega_0, E, \rightarrow, AP \cup E, L) \), in which the transitions are labelled over the set of events \( E \) and the states (corresponding to the worlds of the standard interpretation) are labelled with atomic propositions as well as with the events allowed in the states. To this purpose, we also use a relation \( P \subseteq W \times E \) to denote which events are permitted in which world, with the understanding that \( P(w, e) \) if and only if \( e \in L(w) \).

\textbf{Definition 3.1 (Semantics)} The satisfaction relation of our deontic logic is defined as follows:

- \( w \models tt \) always holds;
- \( w \models p \iff p \in L(w) \);
- \( w \models \lnot \phi \iff \not w \models \phi \);
- \( w \models \phi \land \phi' \iff w \models \phi \) and \( w \models \phi' \);
- \( w \models A \pi \iff \sigma \models \pi \) for all paths \( \sigma \) that start with state \( w \);
- \( w \models E \pi \iff \text{there exists a path } \sigma \text{ that starts with state } w \text{ such that } \sigma \models \pi \);
- \( w \models [\alpha] \phi \iff \forall e \in I(\alpha) : w \xrightarrow{e} w' \implies w' \models \phi \);
- \( w \models P(\alpha) \iff \forall e \in I(\alpha) : P(w, e) \text{ holds} \);
- \( w \models P_\omega(\alpha) \iff \exists e \in I(\alpha) : P(w, e) \text{ holds} \);
- \( \sigma \models [\phi U \phi'] \iff \text{there exists a state } s_j \text{, for some } j \geq 0, \text{ on the path } \sigma \text{ such that for all states } s_k, \text{ with } j \leq k, s_k \models \phi' \text{ while for all states } s_i, \text{ with } 0 \leq i < j, s_i \models \phi \).

4 A deontic characteristic formula for MTSs

In this section, we show how a unique deontic logic formula can completely characterize a family of LTSs by separating the structure of the LTS (taken care of by the box formulae) from the optional/mandatory nature of the transitions (taken care of by the permission formulae). Since a MTS is a compact expression of a family of LTSs, this is equivalent to saying that we are able to characterize a MTS with a deontic logic formula. The result we show here is rather preliminary, in the sense that it currently needs the following simplifying assumptions, but it nevertheless shows the potentiality of our deontic logic.

First, we adopt a strict interpretation to the permitted events that label the transitions of a \( L^2 \mathcal{TS} \), namely we assume that \( w \xrightarrow{e} \) implies \( P(w, e) \), that is, only permitted actions are executed.

We then assume, for any action \( \alpha \), that \( I(\alpha) = \{ e_\alpha \} \), that is, actions and events are indistinguishable.

We also assume that a MTS defines the family of those LTSs that are derived from a corresponding family of \( L^2 \mathcal{TS} \), simply ignoring the predicates on the states.

Last, we use a simpler form of MTSs, in which transitions leaving the same state are either all box transitions or all diamond transitions. As we show next, this assumption allows us to distinguish box states and diamond states, and have a single transition relation.
Definition 4.1 (Alternative def. MTS) A MTS is a quintuple \((BS, DS, s_0, Act, \rightarrow)\) such that \((BS \cup DS, s_0, Act, \rightarrow)\) is a LTS and \(BS \cap DS = \emptyset\). A MTS has two distinct sets of states: the box states \(BS\) and the diamond states \(DS\).

At this point, we define the characteristic formula \(FC(M)\) of a (simple) MTS \(M = (BS, DS, s_0, Act, \rightarrow)\) as \(FC(s_0)\), where

\[
FC(s) = \begin{cases} 
(V_i P_i(\alpha_i)) \land (\bigcup_i \alpha_i FC(s_i)) & \text{if } s \in DS \\
(\bigcup_i O_i(\alpha_i)) \land (\bigcup_i \alpha_i FC(s_i)) & \text{if } s \in BS \\
\forall i: s \xrightarrow{\alpha_i} s_i & \text{with } I(\alpha_i) = \{e_i\}
\end{cases}
\]

If we define the characteristic formula in an equational form using the expressions above, we obtain one equation for each state of the MTS, and the equations have a number of terms equal to two times the number of transitions leaving the relevant state. An attempt to write a single characteristic formula gives a formula exponential in size with respect to the number of states, and needs some form of fixed point expression for expressing cycles in the MTS (see [12]).

![Figure 1. A MTS modeling a product family.](image)

5 An example

Let us consider the example introduced in [8], that is, a family of coffee machines represented by the MTS depicted in Fig. 1, which allows products to differ for the two different currencies accepted, for the three drinks delivered and for the presence of a ring tone after delivery. In the figure, solid arcs are required transitions and dashed arcs are possible transitions, that is, states with outgoing solid arcs belong to \(BS\), and states with outgoing dashed arcs belong to \(DS\).

The characteristic formula in equational form is given by the following set of equations:

\[
\begin{align*}
\phi_0 &= (P_\varepsilon(1\varepsilon) \lor P_\varepsilon(1\dagger)) \land ([1\varepsilon]\phi_1 \lor [1\dagger]\phi_1) \\
\phi_1 &= (O(\text{sugar}) \land O(\text{no_sugar})) \\
&\quad \land ([\text{sugar}]\phi_2 \land [\text{no_sugar}]\phi_3) \\
\phi_2 &= (P_\varepsilon(\text{coffee}) \lor P_\varepsilon(\text{cappuccino}) \lor P_\varepsilon(\text{tea})) \\
&\quad \land ([\text{coffee}]\phi_4 \land [\text{cappuccino}]\phi_5 \land [\text{tea}]\phi_6) \\
\phi_3 &= (P_\varepsilon(\text{coffee}) \lor P_\varepsilon(\text{cappuccino}) \lor P_\varepsilon(\text{tea})) \\
&\quad \land ([\text{coffee}]\phi_7 \land [\text{cappuccino}]\phi_8 \land [\text{tea}]\phi_9) \\
\phi_4 &= O(\text{pour_sugar}) \land [\text{pour_sugar}]\phi_7 \\
\phi_5 &= O(\text{pour_sugar}) \land [\text{pour_sugar}]\phi_8 \\
\phi_6 &= O(\text{pour_sugar}) \land [\text{pour_sugar}]\phi_9 \\
\phi_7 &= O(\text{pour_coffee}) \land [\text{pour_coffee}]\phi_{10} \\
\phi_8 &= O(\text{pour_coffee}) \land [\text{pour_coffee}]\phi_{11} \\
\phi_9 &= O(\text{pour_coffee}) \land [\text{pour_coffee}]\phi_{11} \\
\phi_{10} &= O(\text{pour_milk}) \land [\text{pour_milk}]\phi_{11} \\
\phi_{11} &= O(\text{display_done}) \land [\text{display_done}]\phi_{12} \\
\phi_{12} &= (P_\varepsilon(\text{cup_taken}) \lor P_\varepsilon(\text{ring_a_tone})) \\
&\quad \land ([\text{cup_taken}]\phi_0 \land [\text{ring_a_tone}]\phi_{13}) \\
\phi_{13} &= O(\text{cup_taken}) \land [\text{cup_taken}]\phi_0
\end{align*}
\]

Note that the characteristic formula given above does not allow, from any state of the considered MTS, to derive a LTS such that the corresponding state has no outgoing transitions, even in the case of diamond states.

The characteristic formula of a MTS implies any other property which is satisfied by the MTS, and can thus serve as a basis for the logical verification over MTSs. Actually, this approach is not as efficient as model-checking ones, but the definition of the characteristic formula may serve as a basis for a deeper study of the application of deontic logics to the verification of properties of families of products.

We now show two exemplary formulae that use deontic operators to formalize properties of the products derived by the family of coffee machines represented by the MTS depicted in Fig. 1.

1. The family permits to derive a product in which it is permitted to get a coffee with \(1\varepsilon\):

\[
P_\varepsilon(1\varepsilon) \implies [1\varepsilon] E (uU P_\varepsilon(\text{coffee}))
\]

2. The family obliges every product to provide the possibility to ask for sugar:

\[
A (uU O(\text{sugar}))
\]
Notice that the deontic operators predicate on the relations between the products and the family, although they are defined on particular states of their behaviour.

It can be seen that the formulae above can be derived, using the axiom system given in [5], from the characteristic formula of the MTS of Fig. 1. This proves that the above properties are actually verified for the coffee machines that belong to the family described by the MTS.

6 Conclusions

We have shown how deontic logics can express the variability of a family, in particular by showing the capability of a deontic logic formula to finitely characterize a finite state Modal Transition System, a formalism proposed to capture the behavioural variability of a family. The logical framework has allowed us to prove simple behavioural properties of the example MTS shown.

These results, although very preliminary, lay the basis of further research in this direction, in which we aim at exploiting the full power of PDL for what concerns the expression of behavioural variability: the presence of CTL-like temporal operators allows more complex behavioural properties to be defined and therefore more expressive descriptions of behavioural variability to be supported. In particular, the dependency between variation points could be addressed in a uniform setting. Another interesting direction is the adoption of model-checking techniques to build efficient verification tools aimed at verifying, on the family definition, properties which are inherited by all the products of the family.

It would also be interesting to have a look at the variability of dynamic models in the large, taking into account both the problem of modelling variability in business process models and that of using goal modelling—which intrinsically includes variability—to model variable processes.

Finally, it remains to study to what degree the complexity of the proposed logic and verification framework can be hidden from the end user, or be made more user friendly, in order to support developers in practice.
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Abstract

The scale and complexity of real-world product lines makes it practically infeasible to develop a single model of the entire system, regardless of the languages or notations used. Product line engineers need to apply different strategies for structuring the modeling space to facilitate the creation and maintenance of the models. The combined use of these strategies needs to support modeling variability at different levels of abstraction. In this paper, we discuss some of these strategies and provide examples of applying them to a real-world product line. We also describe tool support for structuring the modeling space and outline open research issues.

1. Introduction and Motivation

Many software product lines today are developed and maintained using a model-based approach. Numerous approaches are available for defining product lines such as feature-oriented modeling languages [19, 5, 1], decision-based approaches [7, 26], orthogonal approaches [3], architecture modeling languages [21, 6], or UML-based techniques [2, 11]. Numerous tools have been developed to automate domain and application engineering activities based on these models.

No matter which modeling approach is followed, developing a single model of a product line is practically infeasible due to the size and complexity of today’s systems. The high number of features and components in real-world systems means that modelers need strategies and mechanisms to organize the modeling space. Divide and conquer is a useful principle but the question remains which concrete strategies can be applied to divide and structure the modeling space.

The aspect of organizing modeling spaces in product line engineering has already been addressed by some researchers: For instance, Hunt [16] discusses the challenge of organizing an asset base for product derivation. Jorgenson [18] presents an approach to model a product line at different levels of abstraction. In our own research we have proposed an approach that addresses the more technical aspect of creating and merging multiple model fragments [8]. While these approaches give some initial answers, structuring the modeling space remains challenging. Due to the absence of guidelines product line engineers still struggle with this task. It is difficult if not impossible to define general recommendations regarding the optimal approach for a certain development context. For instance, modelers can structure models by using problem space structures (e.g., different markets) or solution space structures (e.g., different subsystems). Alternatively, they can use a combination of approaches. The problem of structuring the modeling space also exists when engineering single software systems. However, we have applied and tested our approach in the context of product line variability modeling, where it is necessary to understand and define the variability of the system at different levels of abstraction. Modelers lack guidelines on how to treat variability aspects in a large modeling spaces. E.g., variability might be defined as part of existing models or in separate models.

This paper is not about notations and modeling languages for product lines. Instead, we explore the issue of how to structure models for large product lines regardless of the modeling language used. We discuss
several strategies for structuring product line models from different perspectives (e.g., solution space, organization, business needs, …). We present our own experiences of using a multi-level structuring approach. We briefly discuss necessary tool capabilities and point out open issues to be addressed in future research.

2. Structuring the Modeling Space

There are many ways for modeling and managing variability but the basic challenges remain: Product line engineers need to define the variability of the problem space, i.e., stakeholder needs and desired features; the variability of the solution space, i.e., the architecture and the components of the technical solution; and the dependencies between these two.

Regardless of the concrete modeling approach used there are several options to structure and organize the modeling space:

**Mirroring the Solution Space Structure.** Whenever product line models are modeled for already existing software systems, the structure of the available reusable assets can provide a basis for organizing the modeling space. Models can be created that reflect the structure of the technical solution. This can be done by creating separate variability models for different subsystems of a product line. For example, the package structure of a software system or an existing architecture description can serve as a starting point. The number of different models should be kept small to avoid negative effects on maintainability and consistency. This strategy can be suitable for instance if the responsibilities of developers and architects for certain subsystems are clearly established.

**Decomposing into Multiple Product Lines.** On a larger scale complex products are often organized using a multi-product line structure [25]. For example, complex software-intensive system such as cars or industrial plants with system of systems architectures may contain several smaller product lines as part of the larger system. Models have to be defined for each of these product lines and kept consistent during domain and application engineering. This strategy often means that different teams create variability models for the product line they are responsible for.

**Structuring by Asset Type.** Another way of dealing with the scale of product line models is to structure the modeling space based on the asset types in the domain. Separate models can then be created for different types of product line assets. Examples are requirements variability models based on use cases [13], architecture variability models [6], or documentation variability models for technical and user-specific documents [17]. This approach is in line with orthogonal approaches [23] that suggest using few variability models that are related with possibly many asset models. Structuring by asset type allows managing variability in a coherent manner. It is however important to consider the dependencies between the different types of artifacts which can cause additional complexity.

**Following the Organizational Structure.** This strategy suggests to follow the structure of the organization when creating product line models. Different stakeholders are interested in different concerns of a product line [10]. In many organizations architectural knowledge is distributed across different stakeholders independent of their roles and responsibilities in the development process. Conway’s Law [4] states that “...organizations which design systems... are constrained to produce designs which are copies of the communication structures of these organizations”. In a multi-team environment, individual teams collaborate closely on certain aspects of a product line. It can thus be a good strategy to structure the product line modeling space based on the team structure to reflect the modeling concerns of the involved stakeholder groups. However, creating product line models driven by stakeholders can easily increase the redundancy in models. While such an approach is already useful in single system engineering it might bring additional benefits when migrating towards a product line approach: The knowledge about variability is typically not explicitly available in such a situation. Understanding and defining the variability at the level of a small team might be easier to accomplish than following a top-down approach.

**Considering Cross-cutting Concerns.** Using concepts from aspect-oriented development to structure product line models is helpful when many crosscutting features need to be described. Aspect-oriented product line modeling can be used to model both problem and solution space variability. For instance, Völter and Groher [27] describe an approach that involves creating a model of the core features all products have in common and defining aspect variability models for product-specific features shared by only some products. Complex aspect dependencies can however lead to difficulties of managing their interaction.

**Focusing on Market Needs.** Structuring the modeling space can also be driven by business and management considerations, e.g., from product management [15] or marketing [20]. Focusing variability modeling on business considerations eases the communication with customers. If combined with other strategies this approach can support the communication between customers and sales people. If following this strategy in pure form, models might be unrelated with the tech-
technical solution thus leading to problems when trying to understand the actual realization of the variability.

3. Applying the Strategies: Two Examples

In typical product lines it does not make sense to use the described strategies in their pure form. Instead in practical settings the different approaches have to be combined: For example, a system of systems can be modeled for different customer types while at the same time also structuring the resulting models by asset types. An example is the domain of mobile phones, where models can be created for different product lines for senior citizens, teenagers, business people. In each of these product lines one can define models for the various assets (requirements, architecture, and documentation). Another example is to first create models driven by product and marketing considerations and later restructure these models to follow the solution space structure. The importance of hybrid approaches is also reflected in recent research. For instance, several papers appeared about linking problem space and solution space models [7, 14, 22].

Over the last three years we have been collaborating with Siemens VAI, the world’s leading engineering and plant building company for the iron, steel, and aluminum industries. In the context of the research project we have developed the decision-oriented product line engineering approach DOPLER [7] and supporting tools [9]. A main aim of the research project has been to validate our tool-supported approach by creating product line models for our industry partner’s process automation system for continuous casting in steel plants (CL2). Our initial approach of putting all model elements into one model failed due to the distributed knowledge about variability and the overall complexity of the system. Also, such a strategy only inadequately supported evolution in the multi-team development environment of Siemens VAI [8]. In the company’s development process different teams are in charge for various subsystems of the product line (e.g., cooling, cutting, material tracking, etc.). People in charge of a particular subsystem have intimate knowledge about this part of the product line, however, no single developer has the knowledge required to model the entire system. We therefore came up with a multi-team approach based on the idea of variability model fragments [8].

The variability of the system was elicited in two ways (see Figure 1): (i) We conducted moderated workshops with engineers and project managers representing various subsystems to identify major differences of products delivered to customers and to formally describe these differences in models [24]. Business decisions (BD) represent external variability. Technical decisions (TD) define internal variability not visible to customers. (ii) We used automated tools to analyze the technical variability at the level of components by parsing existing configuration files. Developers had to manually confirm the variation points detected by our tools. We created variability model fragments for 11 subsystems of CL2. The developed variability model fragments vary in size and complexity due to the different scope of the subsystems. The average model fragment contains 50 assets (mainly components and parameters), 12 decisions and 23 references to other model fragments [8].

The approach has several advantages: It supports...
the clear separation of concerns through variability model fragments for different subsystems. This eases model development and evolution in multi-team modeling environments. Different stakeholder perspectives are considered by modeling both business and technical variability of the system. However, we noticed two weaknesses which made it necessary to further refine the approach and to revisit the structure of the modeling space: Mixing technical and business decisions in one model fragment can cause problems as different people are responsible for maintaining these decisions. Mixing assets and decisions in one model fragment has negative effects on model maintenance. While assets change often, decisions turned out to be more stable. We thus decided to refine our initial approach.

Figure 2. The improved layered approach. Fragments are defined for assets and decisions at each architectural layer. This structure also allows to separately handle business decisions (BD) and technical decisions (TD).

3.2. Refined Approach: Layered Modeling of Problem and Solution Space

We created separate model fragments for assets and decisions. Decisions models were further divided into business decision models and technical decision models. This allowed us to more clearly separate external variability (captured as business decisions) from internal variability (captured as technical decisions). In the initial approach we considered all subsystems at the same level. However, a recent refactoring of the CL2 architecture led to a clearer separation of architectural layers. We thus followed this new architectural style and created asset models and decision models in a layered fashion (see Figure 2).

We are currently refactoring the existing variability models for Siemens VAI’s CL2 system following this new structure. We defined additional business decisions based on existing documents (i.e., contracts and specifications). We created initial variability model fragments for two architectural layers, one layer representing the platform for CL2 (comprising common functionality that could also be used by other systems than CL2) and one representing the CL2 system itself.

Compared to the initial approach the new structure allows to separately manage decisions and assets at different layers of the architecture. Changes of the underlying components can be semi-automatically reflected in the asset model fragments which helps to reduce the maintenance effort. The new approach also is more explicit regarding the definition of stakeholder roles. Models fragments can be assigned to designated individuals or groups to ensure their maintenance. We used existing documents such as technical specifications and contracts to identify business decisions. This helped to better understand the external variability of the system and to narrow the gap to non-technical stakeholders. By modeling these decisions in separate model fragments, we can achieve a clear separation of concerns based on external and internal variability.

4. Tool Support

When different people model a system from their individual perspectives they create models representing parts of the whole system. These model fragments are also related with each other similar to the parts of the system they represent. It is noteworthy to mention that decomposition implies recomposition [12], which means working with small models requires techniques to actually create a large model from the small ones. Model fragments are incomplete as they represent only a partial view of the system. The links to other parts of the system need to be resolved before a single model can be generated for product derivation.

4.1. Required Tool Capabilities

Product line modeling tools should provide capabilities for creating model fragments, defining inter-
fragment relationships, and integrating the model fragments. From a high-level point of view, there are two possible mechanisms for specifying model fragments and their dependencies [8].

Lazy dependencies. Modelers define placeholder elements at modeling time and assume that the references can be mapped to real elements before the models are used in product derivation. Fragments have to be explicitly merged to replace placeholders with the correct model elements. Despite the more complex merging process this approach allows to create and evolve model fragments without explicit coordination and increases the flexibility for modelers in multi-team environments.

Precise dependencies. Related model elements from other model fragments are referred to explicitly by model fragment owners when specifying dependencies between different model fragments. This requires to know the model elements of other fragments at modeling time. This can be compared to the explicit import statements in programming languages.

Whenever several model fragments are created at modeling time, they need to be merged before being used in product derivation. In case of placeholder references (lazy approach) dependencies between fragments are resolved manually or with the help of a tool during merging. In case of explicit references (precise approach) the merging process is easier as ambiguities have already been avoided by the modelers when creating model fragments.

4.2. Support in the DOPLER Tool Suite

As part of our ongoing tool development we have been developing an approach based on model fragments that allows defining multiple interrelated models [8]. More specifically, our DOPLER tool suite provides several capabilities to structure the modeling space. The referencing mechanism used in our tools is the lazy approach.

A model fragment in DOPLER consists of model elements and placeholder elements. Placeholder elements are introduced in a model fragment whenever relationships to elements from other model fragments need to be defined. We use concepts from programming languages to define the visibility of model elements. Modelers can specify public elements of fragments to make them visible outside the fragment. If model elements are internal to a subsystem with no direct relationships to elements in other models they are defined as private elements. The explicit location or the exact names of the referenced elements are not needed during modeling to allow loose connections between fragments. More details on this feature are described in [8].

5. Summary and Open Issues

This paper described strategies and examples of structuring the modeling space in product line engineering. There is no single optimal strategy to organize the modeling space. Our examples show that realistic strategies will be hybrid and take into account several aspects. While the strategies discussed in Section 2 provide high-level guidance it is still difficult to transfer experiences between companies and domains.

We believe that model fragments have two benefits from the perspective of variability modeling: (a) They allow to define variability locally and in a bottom-up manner (e.g., by starting at the level of teams or individual subsystems). This was the case in strategy 1. (b) They allow to define variability at different levels of abstraction and to separate those levels more clearly. This was relevant in strategy 2.

We intend to address the following research questions in our future research:

- How can we find a balance between flexibility and maintainability when structuring the modeling space? Creating many separate model fragments negatively affects maintainability while flexibility is reduced if the number of model fragments is too small. We intend to develop general guidelines depending on systems’ size, structure, and complexity.
- How can we develop a mix of structuring strategies for a given context? For instance, migrating a legacy system to a product line needs a different strategy than building a product line from scratch.
- Is precise or lazy model dependency management to prefer? While developers of our industry partner preferred leeway to create and evolve model fragments this might not be the case in other organizations or domains. We plan to conduct experiments to compare the usefulness and utility of these two approaches.
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Abstract

The application of functional networks in the automotive industry is still very slowly adopted into their development processes. Reasons for this are manifold. A functional network gets very quickly complex, even for small subsystems. Furthermore, concepts for variability handling are not sufficient for future standards such as AUTOSAR. In this paper we will provide an approach to reduce the size of functional networks by applying abstraction and partitioning. The achieved improvements will be described. In addition we will provide an alternative concept to handle variants in functional networks. The approach is based on extracting variation points from the functional network and modeling them separately. Open problems and future work are discussed at the end.

1 Introduction

Today the automotive industry provides customers a lot of possibilities to individualize their products. They can select from a huge set of optional fittings, e.g., parking assistant, rain sensor, intelligent light system, and/or comfort access system. The possibility to configure individual vehicles leads to the situation that both OEMs (Original Equipment Manufacturers) and suppliers have to capture explicitly potential variation points in their artifacts so that a software product line can be established to overcome the development complexity [6].

For requirements specification this is often done with so called feature models [4], where customer visible variants of the vehicle are captured. After requirements specification, a functional network is established, which consists primarily of interacting functions. Ideally, it should be used as a first concretion of the features and should help the engineer to understand the problem domain in a better way. Variation points in functional networks are captured implicitly by modeling a so called maximal functional network. The idea is to capture every function of the vehicle, e.g., a sensor, an actuator, a control algorithm etc., and to generate variants by removing specific parts of the functional network.

This way of variant handling is possible since the automotive software development process is hardware-dependent. A functional network is designed with detailed technical knowledge, such as the used communication infrastructure and deployment information of the functions. Therefore, deleting parts of a functional network can be regarded equally to deleting ECUs (Electronic Control Units) from the vehicle topology. We will call this kind of functional networks in this paper as technical functional networks.

The advantage of such an approach is that it is simple, so that development costs for variant handling can be kept down. Furthermore, virtual prototyping, i.e., behavior simulation on a PC, and rapid prototyping, i.e., real-time simulation on a controller of a rapid prototyping system or on an ECU could be almost directly adopted. This is possible because the functional network specifies the interfaces of the functions along with their communication. By implementing the behavior which is compliant to the defined interfaces a prototyping system can be set up.

Nevertheless, there are also some disadvantages. Even a technical functional network brings advantages such as simplicity and prototyping possibilities, its size gets very quickly vast so that it rather complicates the tasks of an engineer instead of supporting him. Furthermore, the automotive industry is currently performing a paradigm-shift from a hardware-driven development process to a function-driven development process, to counteract the ever increasing software complexity. The results of this efforts were specified by the AUTOSAR consortium [1]. Basically, AUTOSAR decouples the infrastructure from application software by introducing an abstraction layer between them. This implies that application software can now be developed independently from the hardware. Therefore, the methodology to capture and generate variants in a maximal functional net-
work will not be the solution for the near future.

The mentioned two problems, i.e., complexity of a technical functional network and insufficient concepts for handling variants, involve that the application of functional networks in the automotive industry is still very slowly adopted into their development processes.

In this paper we will introduce an approach to facilitate the extensive use of functional networks by reducing their complexity and providing an alternative concept for variability handling without losing the advantages such as simplicity and prototyping possibilities. The complexity reduction is primarily achieved by applying abstraction and partitioning. Abstraction is applied by identifying functions with similar semantic. This is also done for connections between functions. They are grouped to abstract functions and connections. For partitioning we identify parts of the functional network, i.e., functions and their connections which are used to model a specific characteristic of the system. For variability handling we will use a restricted form of feature models which are tailored for automotive functional networks. We will call them functional variant models. In this way we can extract variants from functional networks and model them separately with functional variant models. The result will be a functional network which is modeled on a logical level (in the following called logical functional network). Particularly, the configuration of a technical functional network from a logical functional network will be possible for utilizing the advantages of virtual and rapid prototyping.

This paper is structured as follows. In Section 2 we will describe the problems that we are dealing with in this paper. For this purposes we will introduce an example that is used for the whole paper. With the example we will describe the covered problems, i.e., the size of functional networks and variability handling. In Section 3 we will present our approaches to solve the mentioned problems. In Section 4 we will describe related work and in Section 5 we will discuss open problems and future work. Finally, in Section 6 we will summarize the paper.

2 Problem Description and Challenges

In this section we will describe the covered problems in detail. Therefore we will introduce an example, which will be used for the whole paper. Our department has gained experience on automotive software development processes by collaboration with an OEM in Germany. The example is constructed with that knowledge.

2.1 Example: Vehicle Access System

In our example we consider a vehicle access system for three car models. A vehicle access system is primarily a central locking system with additional features that extends a classical central locking with security and comfort features. In Table 1 we listed the features and marked those that will be supported by the appropriate model.

For example, an active access denotes a feature that supports the entry into the car by using the mechanical key or the remote control. In contrast to this, in a passive access a user can enter the vehicle without actively using a key. He only needs to carry the remote control with him which is extended by an identification transmitter so that the vehicle can identify the authorized user. While model 1 and 3 support both features, model 2 only supports the active access.

The automatic door close is a feature that closes the door automatically. The user needs only to push the door smoothly into the lock. Then the door will be completely closed by a motor that is installed inside the door.

If selective unlock is supported, it is possible to unlock the doors sequentially. For example, if the unlock button of the remote control is pressed once, only the driver’s door will be opened. By pressing the button a second time all other doors will be opened.

The anti-theft system and the immobilizer are security features which prevent the unauthorized use of the car. While the anti-theft system blocks the steering wheel, the immobilizer additionally controls the engine and gearbox. Since the immobilizer includes in our example also the blocking of the steering wheel, these two features can only be selected alternatively.

Finally, the crash unlock feature unlocks the doors in crash situations, while the drive lock feature locks the doors after achieving a predefined speed.

If an OEM specifies the requirements for its vehicle models, commonalities and variability in the sense of the software product line paradigm are determined [6]. This has the advantage that common aspects of an artifact can be used for all models, while only variable aspects, which differentiate the products, have to be treated. Commonalities and variability for requirements specification are typically

<table>
<thead>
<tr>
<th>Feature</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active Access</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Passive Access</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Automatic Door Close</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Selective Unlock</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Anti-Theft System</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Immobilizer</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Crash Unlock</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Drive Lock</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>
Figure 1. An example for a feature model of the vehicle access system.

captured with feature models. In Figure 1 we designed a feature model for our example. It has mandatory-, optional- and alternative-features, while or-features are not existent.

As mentioned before, OEMs currently try to cover the variability problem in functional networks by modeling a maximal technical functional network. This is an approach, which has advantages when it is applied to hardware-driven development processes. If the paradigm shift to a function-driven approach should be successfully achieved, the modeled functions must be considered on a logical level. Beside of this, it is not always straightforward to build maximal models, since there exist complex dependencies between functions. For example, there are functions with exclusive properties. In Figure 1 this is the case for the anti-theft system and the immobilizer. Furthermore, a function could require another function, so that by building a variant this constraint must be considered.

In Figure 2 we have build a maximal functional network for the vehicle access system by using the component diagram of UML (Unified Modeling Language) [2]. Functions are modeled as components and signals are modeled as connectors between ports. Incoming ports are marked white, while outgoing ports are marked black.

2.2 Size of Functional Networks

Figure 2 illustrates a functional network for the vehicle access system. We had defined 8 features, which are concretized in the functional network with about 45 functions and 113 connections. As one can see, the functional network gets very quickly very complicated, even for such a small example. We did not further modeled the anti-theft system and immobilizer in detail in order to avoid further complexity. It is obvious that a functional network for the whole vehicle is unusable.

Reasons for this complexity are multisided. First, the functional network for the vehicle access system presents a maximal model. Therefore, an engineer has to model for example both the anti-theft system and the immobilizer, even they have exclusive characteristics. Second, a system engineer models such a network on a technical level. For example, he has the knowledge about the ECU deployment of the software-based functions with the incoming and outgoing signals. Finally, the network includes redundant functions such as the five drive units with the five lock/unlock signals. For a model with two doors and a tailgate, there is no need for five drive units but rather for three. Further examples are the antennas and sensors.

2.3 Capturing Variants in Functional Networks

A further important aspect which inhibits the extensive use of functional networks for an automotive system is, that there exist only weak concepts for capturing variants. As described above, OEMs try to build a maximal functional network which is used then to derive the different variants. This results in an enormous size of the modeled functional network (see Figure 2) and therefore inhibits the use by an engineer, because it would take more effort to understand the functional network, instead of helping the engineer in understanding the problem domain.

Considering a hardware-driven approach, building maximal functional networks are well applicable. Variants are built mainly by adding or deleting ECUs. Through the ever increasing software complexity OEMs and suppliers were forced to design an alternative approach, which allows decoupling the software from the hardware, so that a more logical view can be established in to the development process. The result of this efforts were specified in the AUTOSAR consortium [1]. Basically, AUTOSAR decouples the infrastructure from application software by introducing an abstraction layer between them. This implies that application software can be developed independently from the hardware. This in turn allows a more logical view on functional networks. Therefore we need an alternative approach to capture variation points, where the technical view on the functional network is completely ignored.

Adopting logical functional networks will bring surely a lot of advantages. Nevertheless, a technical functional network such as the one in Figure 2 has also some advantages. Particularly, the functions with their signals can be nearly directly used for virtual and rapid prototyping. To utilize
Figure 2. An example for a maximal technical functional network of the vehicle access system.
this advantage on logical functional networks we must provide an approach to configure logical functional networks to technical functional networks.

3 Functional Variant Modeling for Adaptable Functional Networks

In Section 2 we have described the problems and challenges that we are dealing with. There are mainly two core points that we have analyzed to improve the usability of functional networks in an automotive software development process. First, we have to reduce the size of functional networks to ease the work of a system engineer. He will then be able to use this artifact to understand and describe the problem domain in a better way. Second, variability handling in functional networks requires a new approach to be usable also for new standards such as AUTOSAR.

Our approach to reduce the size of a functional network is based primarily on abstraction and partitioning. With abstraction we want to achieve a more logical view on the functional network. This of course will affect the size of the functional network. With partitioning we want to divide the network into parts which belong semantically together. Examples would be an immobilizer, a central locking unit, or, if it would not be too big, even a vehicle access system. With that we want to achieve further reduction of the size.

For variability handling we will present an alternative concept for capturing variation points in functional networks. We want to extract variation points from the functional network and model them separately with so called functional variant models. Functional variant models represent a restricted form of feature models and are tailored for automotive functional networks. This approach provides also the possibility to configure technical functional networks for prototyping issues.

3.1 Size of Functional Networks

In Section 2.2 we have analyzed mainly three problems, which influence the size of a functional network. These are the building of a maximal model, modeling with knowledge about technical details, and finally modeling of redundant functions. To overcome these problems we propose to apply abstraction techniques for the last two aspects, and partitioning for the first one.

Considering our example in Figure 2 there are some points, where we could apply abstraction. For example, there are four functions to lock or unlock the doors, these are the remote control, identification transmitter, mechanical key, and center lock button. These four functions have all the same tasks, i.e., to control the access into the vehicle. We could replace the four functions by one function which describe exactly the task of the previous functions. For example, we could add a function called vehicle access controller.

Another example is given by the ten functions for the antennas which perform the task of receiving data of the remote control and identification transmitter and to transmit them to an appropriate function. The function for the driver’s door lock barrel performs the same task for the mechanical key. We could replace these functions with one function to model the same task. For example, we could add a function called data transceiver.

The five functions for the door handle trigger in Figure 2 could be replaced by one function called door handle trigger.

The same technique could be applied to the drive units for the four doors, the tailgate, and the fuel filler flap. This would mean, that we could replace six functions with one function, for example called lock/unlock drive unit.

The functions for the door contacts could be replaced in the same manner, i.e., we replace the four functions with one function for example called door contact.

Finally, we do not need four functions for the automatic door close, but instead only one function called for example automatic door close.

Summarizing the achievements, we see that we can replace 34 functions with 6 functions, which of course reduce the size of the functional network enormously. Note that by reducing the number of functions, we also reduce the number of redundant connections.

Another approach to reduce the size of the functional network is to divide the network into semantically equal parts, which we call partitions. For our example in Figure 2 this could be the active/passive access, automatic door close, anti-theft system, and the immobilizer. Note that there must not be necessarily a one-to-one mapping between the features defined in Figure 1 and the partitions.

Figure 3 illustrates the result after applying abstraction and partitioning to the vehicle access system in Figure 2. Obviously, the four partitions are now more readable. We have achieved this by modeling semantically equal partitions instead of the maximal functional network for the vehicle access system. Furthermore, we use abstraction as described above, so that the size gets more reduced.

Compared to the maximal functional network, which consists of 45 functions and 113 connections, the four partitions totally has 15 functions and 27 connections. Obviously, this is an improvement.

In an automotive development process which is adapted to AUTOSAR it would be ideal that such abstraction and partitioning techniques are done when the functional network is designed the first time. In that case the system engineer who has the specialized knowledge should regard such techniques. For the case that a functional network is reused the adaptation must be done by reengineering the network.
Figure 3. Application of abstraction and partitioning to the vehicle access system.
3.2 Capturing Variants in Functional Networks

In Section 2.3 we have analyzed, that the automotive industry currently performs a paradigm-shift from a hardware-driven approach to a function-driven approach, to overcome the ever increasing software complexity. Particularly, the standardization of AUTOSAR is an important step towards this goal. The standard implies that vehicle functionality can be developed independently from the given infrastructure, which allows a more logical view. Therefore, the approach of modeling a maximal technical functional network to capture variation points will not be the solution for future development methodologies because it has the disadvantage that it becomes very complex and is hardly coupled to the hardware. However, it has the advantage that a technical functional network could be used in a simple way for virtual and rapid prototyping.

Adopting a logical functional network involves new requirements for modeling of variants. For example, by abstracting functions we lose information about existing variants. Therefore, we need a concept where we can gain the information back again. Furthermore, it should be possible to generate a technical functional network to utilize prototyping.

We propose an approach that is based on the concept of feature models, but is restricted and tailored for variants in logical functional networks. Variants are captured separately with functional variant models. In Figure 4 we have illustrate the structure. Variation points and their variants are modeled in a tree-based structure. The root consists of the modeled partition type and its name. We have defined four types, namely mandatory, optional, or, and alternative. In this way we can express the characteristic of a partition. For example, in Figure 3(b) the automatic door close partition is an optional partition. On the next level we have defined the variation point that is extracted from the technical functional network. A variation point can be a function or a signal. The next level contains the variant type and its name. Similar to partitions, we also have defined four variant types, namely mandatory, optional, or, and alternative. And finally, on the last level the incoming and outgoing signals are listed. Incoming signals must be denoted with its source and signal name, while outgoing signals must be denoted with its signal name and sink. The source, signal name, and sink can all be variation points. In this way, we can build a hierarchy in our models. Note that a functional variant model never exceed the described four levels and therefore enhances the visibility of variability information.

In Figure 5 we have built a functional variant model for the vehicle access controller from Figure 3(a). A vehicle access controller has mandatory functions such as the mechanical key, remote control, and center lock button. These functions are related to the active access feature from Figure 1. Furthermore, the vehicle access controller exhibits an optional function, identification transmitter, which allows the passive access into the vehicle (see Figure 1). Particularly, we have build the premises to generate a technical functional network from the logical functional network from Figure 3(a) together with the functional variant model from Figure 5. By capturing the function and signal information it would be possible, if a configuration framework is established, to regenerate a functional network that
is ready for virtual and rapid prototyping. If we would not model the information in this way, we were not able to distinguish for example between the function mechanical key and the functions remote control, identification transmitter, and center lock button, which all are disabled in a crash situation (see the incoming signals of these functions in Figure 2).

Since not all configurations will be valid, we have to introduce a method which allows expressing constraints between functional variant models. An example for this is shown in Figure 6. Only if the identification transmitter is selected, we also have to select all exterior and interior antennas (for the remote control we only need the exterior antenna tailgate). We do not propose a specific constraint language in this paper but rather give a remark that this will also be investigated in future work.

The proposed approach allows that the variability information that was loosed when we have applied abstraction and partitioning to reduce the size of a functional network can be gained back again. Particularly, we have the premises to introduce a configuration framework that allows generating a technical functional network for prototyping purposes.

4 Related Work

There exist different techniques to model variability in a software development process. Sinnema and Deelstra give a classification about existing techniques [7]. We have adopted our approach for functional variant models mainly on feature models. In this way it will be easy to synchronize functional variant models with feature models. However, to avoid unnecessary complexity we have adopted our approach to the automotive domain.

Von der Beeck describes in his paper [8] an approach for modeling functional network with UML-RT. In our approach we did not focus on a specific architecture description language, but rather propose a way to reduce complexity and to handle variability. Particularly, we consider thereby the application to new standards such as AUTOSAR [1].

Gronniger et al. propose an approach to model functional networks with SysML to overcome the size and to capture variants [3]. Therefore, they introduce views. A view consists of a specific part of the functional network, such as partitions in our approach. However, in [3] a bottom-up approach is considered, i.e., it is assumed that a complete functional network exists to apply a view on it, while we propose a top-down approach to overcome the complexity in functional networks, i.e., there is no need for a maximal functional network. Furthermore, in [3] variants are also modeled with views. We propose an approach that captures variants separately with functional variant models that allow generating a technical functional network to utilize prototyping.

Kaske et al. propose a new approach to use virtual prototyping to validate functional networks [5]. While they focus on how to setup and test functional networks, we deal with the generation of technical functional networks by considering existing variants.

5 Discussion and Future Work

In this section we want to discuss open problems which have to be tackled in future work. The first question that arises is how to integrate feature models from requirements specification with functional variant models. Obviously, there is a strong relationship between these two artifacts. For example, an active access feature from Figure 1 is related to the mechanical key, remote control, and center lock button.
button functions of the vehicle access controller. One task thereby is to ensure the modification consistency between these two artifacts. Furthermore, a variant configuration must be properly forwarded to the appropriate artifacts and checked if it is correct. For this purpose, a framework is needed that controls the consistency and the configuration between these artifacts.

In Section 3, we have seen that a functional network is divided into multiple partitions, and therefore multiple functional variant models will be necessary to capture the existing variation points. An example is illustrated in Figure 6, where we have the variation points vehicle access controller and data transceiver. Note that these two variation points are included in the same partition, but they could also be modeled in the way, so that they belong to different partitions. The problem still remains the same. The decision about selecting the identification transmitter is related to the decision of selecting the optional exterior and interior antennas. Therefore there is a need to handle the consistency between all functional variant models. A constraint language would be appropriate to specify the constraints.

Since we want to generate technical functional networks from logical ones, we also have to give the possibility to relate functional variant models with functional networks in order to propagate the variant configuration information to the functional network. For example, if the functional variant model for the vehicle access controller in Figure 5 could be related to the logical functional network in Figure 3(a), we would have enough information to generate a technical functional network.

An obvious question that immediately arises is how this generation would be provided. Particularly, we have to ensure that incoming and outgoing signals are mapped correctly. For example, the mechanical key has no incoming signals compared to the remote control, identification transmitter, and center lock button. If the vehicle access controller is generated to a technical functional network, the signal information must be considered. Furthermore, functions such as the door handle trigger which have no explicit variation point in the logical functional network (compare the Figures 2 and 3(a)), must be completely inserted into the functional network.

Another important point that has to be handled is the integration of partitions. If an engineer wants to consider the functional network of two partitions that are related, we must provide a method to join them together. For example, if the active/passive access partition (Figure 3(a)) and the immobilizer partition (Figure 3(d)) should be integrated, the evaluate central locking functions from both partitions must be unified, and that the disable signals must be sent from one port.

Finally, tool support for the explained concepts must be provided. Currently, we are considering the problems on a conceptual level in order to analyze existing problems. Particularly, we believe that there is a need for tools that are tailored for the automotive domain. For example, a graphical functional network editor which only includes necessary concepts enhancing usability would help to support the application of functional networks in the development process. The same is valid for the functional variant model. Nevertheless, we must also consider the concepts on a higher level of abstract to investigate their generalization and compare them with alternatives. In this way, we can make statements about the benefits of the proposed approach.

6 Summary

In this paper, we have dealt with two problems, namely the complexity and insufficient concepts for variability handling in functional networks. To understand the problems in a better way, we have analyzed the current development methodology. It is primarily based on modeling a maximal functional network and building variants by removing specific parts of the network. This process has the disadvantage that it is hardly coupled to the hardware infrastructure and becomes very quickly unclear.

To overcome this, we have presented an approach to reduce the size of functional networks in order to support the extensive use in automotive software development. For this purpose, we have applied abstraction and partitioning. The size reduction provides an improved visibility. Furthermore, the design of a functional network for a system engineer will become more simple, since technical details can be neglected. However, if a technical functional network is reused, appropriate adaptations have to be done in order to build a logical functional network. For a completely new designed functional network, the adaptations should be directly regarded.

If the mentioned two techniques are applied to reduce the size of the functional network, we lose the implicit variability information. To get the information back, we have proposed the approach of functional variant models. It provides the possibility to extract variation points from the functional network and model them separately in a tree-based structure that is tailored to the automotive domain. Thus, the functional network gets more clear. Moreover, variation points are now explicitly identifiable. In addition, the functional variant model has at most four levels but allows to build hierarchies between functional variant models. It is therefore manageable and allows to integrate a structure into the models. Nevertheless, we have to consider the open problems, such as the integration with feature models, the dependencies between functional variant models, and the generation of a technical functional network from a logical one.
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Abstract

In this article, we identify that partial, vague and conflicting information can severely limit the effectiveness of approaches that derive feature trees from textual requirement specifications. We examine the impact such imperfect information has on feature tree extraction and we propose the use of fuzzy feature diagrams to address the problem more effectively. This approach is then discussed as part of a general research agenda for supporting imperfect information in models that are used during variability analysis.

1 Introduction

With the increasing demand for software systems in a large variety of environments, software companies need to minimize development time and effort to remain competitive in the market. Over the years, software product lines (SPL) have become a popular means to attain these goals. In particular when families of products with overlapping functionalities must be provided, production time and cost of development can be significantly reduced by setting up an SPL infrastructure [17].

One of the most critical steps in SPL development is the identification of variable and common elements in the products that are to be supported. This stage determines which reusable assets and variability mechanisms will be included and the effectiveness of the SPL in supporting the product family. To aid software architects, many approaches have been proposed to describe and model variability and commonality of SPLs of which, arguably, feature modelling is the most well-known.

In spite of these efforts, deriving an accurate variability model from requirement documents remains a hard and complex activity. In [14] it has been identified that the vast majority of all requirement documentation is described in natural language. And as natural language is inherently inaccurate, even standardized documentation will contain ambiguity, vagueness and conflicts. Moreover, the requirements documentation of SPLs does not solely consist of standardized specifications. Rather, it consists of a range of documents that complement traditional requirement documents, such as business plans, marketing studies and user manuals.

This fragmentation of requirement documentation is already considerable for pro-active SPL design, when the various common assets and variations in a product line are designed upfront based on assumptions and estimates of foreseeable demands. When the variations are built into the product line incrementally driven by market needs (reactive SPL design) or when the product line is engineered by tailoring an existing product that is used as a baseline (extractive SPL design), requirements documentation becomes even more fragmented and inaccurate. Requirements can originate from various unrelated sources and can initially be specified without an SPL context in mind. The specifications that result generally are unfit for accurate SPL development as the ambiguous and unclear definitions hinder
the accurate representation and analysis of variability and commonality.

In this article, we examine the influence such imperfect information has on the definition of variability models and its consequences during SPL development. In particular, we examine the stage that tries to derive feature trees from requirement documentation. Based on the identified problems, we define an approach and research agenda for dealing with imperfect information during feature tree definition more effectively. To illustrate these results, an approach that derives feature trees by clustering requirements based on their similarity is taken as a case study.

The remainder of this article is as follows. In Section 2, the problem of imperfect information during SPL development is defined. Section 3 explores the impact of imperfect information on approaches that cluster requirements to form feature trees and analyses how imperfect information influences their effectiveness. Our approach for capturing imperfection during feature tree derivation is described in Section 4 and in Section 5 we discuss and define the research agenda for imperfect information support in variability modelling. Related work is discussed in Section 6 and Section 7 concludes.

2 Imperfect Information in SPL Development

2.1 Introduction

Successful SPL development requires a considerable amount of information on, for example, the products to be supported, expectations of the product line architecture, etc.. But as we have identified in Section 1, the requirements documentation generally contains vagueness, ambiguities, conflicts or information is missing completely. For this reason, the available information might not be fit as input for the design of an SPL.

To demonstrate the impact imperfect information can have on SPL development, consider a software product line of home automation systems. These systems are designed to automatically co-ordinate various devices present in the users home in order to regulate lighting, heating, fire control and various other concerns via centralised control by the inhabitant. The following excerpt originates from the requirement definition that originally appeared in [1].

1. Access control to some rooms may be required. The inhabitants can be authenticated by means of a PIN introduced in a keypad, passing an identification card by a card reader, or touching a fingerprint reader.
2. If the opening of a window would suppose high energy consumption, because, for instance, the heater is trying to increase the room temperature and it is too cold outside, the inhabitants will be notified through the GUI.

When examining these descriptions, it can be seen that the information provided can hinder successful SPL development. There are a number of statements that contain ambiguity. For example, requirement 1 states that “some” rooms “may” require access control. They word may in this context can mean that it is optional to have access control for a product of the SPL, but it can also mean that it is optional to be included in SPL all together. The second requirement states that a check should be made on whether opening a window leads to “high” energy consumption. It does not specify what high energy consumption exactly means and whether this is defined by an inhabitant or it should be determined by the Smart Home.

When this information is used during SPL development, the software architects will use the interpretations that seem most logical. However, the interpretation that is chosen will make a huge difference for the resulting SPL. When high energy consumption is to be determined by the inhabitant, it will influence user interaction elements. However, when this is to be determined by the Smart Home, it will require changes to sensors and reasoning elements.

The traditional way of solving imperfection is to resolve it together with the stakeholders [5]. However, such kind of perfective modifications require assumptions on what is actually meant by the imperfect information. When these assumptions can be justified, this is a valid step during the design. When such assumptions cannot be justified, however, the imperfection can only be resolved by making an arbitrary choice between the possible interpretations.

Nonetheless, the choice of one interpretation over the other can have considerable impact on the SPL and its effectiveness. In particular the phase in which requirements are clustered into features (whether manually or by a tool), the consequences can be severe. The choice of interpretations directly impacts the structure of the resulting feature tree which is used to determine the common assets and variability mechanisms of the SPL, two elements that are key for the success of the SPL.

2.2 Definition of Terms

To establish a uniform terminology, we define the concept of imperfect information in terms of information being sufficient or insufficient with respect to the context in which it is used:

- Information is considered to be sufficient with respect to a particular context of use when it is possible to
Information can be defined as follows: it becomes sufficient when it is sufficient for its context or adjusting the context so the information is insufficient for particular context of use, this can be resolved in two ways: perfecting the information to make it sufficient for its context or adjusting the context so the information becomes sufficient.

Based on these definitions, perfect and imperfect information can be defined as follows:

- Information is considered to be **perfect** when it is sufficient in any context of use.
- Information is considered to be **imperfect** when it is not perfect.

### 3 Feature Trees from Imperfect Textual Requirements

#### 3.1 Requirements Clustering

Since its first introduction [10], feature-oriented domain analysis has become one of the most widely used variability-modelling approaches. Over the years, many extensions have been proposed to this initial model, such as FeatURSED [8], and it has been successfully applied in the design of software product lines. With increased use, the formal semantics and correctness of feature diagrams has also received increased attention [3, 19]. But while the expressiveness and correctness support for feature diagrams has significantly increased, systematic approaches for deriving feature trees from requirement specifications have been few and far between.

Rather than a systematic process, the derivation of an initial feature tree from the provided requirement descriptions has remained something of a black art. The successful definition of a feature tree that accurately represents the information in the requirement specifications still depends heavily on the intuition and experience of the software architect. Assistance for this process has been proposed, but this mostly consists of guidelines and heuristics [13, 6]. Nonetheless, these approaches acknowledge the difficulty of this step as the vagueness in both requirement descriptions and the understanding of what exactly constitutes a feature severely hinders the systematic derivation of feature diagrams.

Generally, the initial feature tree structure is determined by performing a clustering on the requirements. Requirements that relate to the same concepts are grouped together in clusters. The clustering that results forms the basis for the features in the feature tree. However, clustering-based approaches (implicitly) expect requirement specifications to be clear, structured and unambiguous. Requirements can only be clustered accurately and effectively if they are accurate and free of conflicting and ambiguous information. In practice, however, the provided requirement specifications seldom exhibit these properties.

Ambiguous textual specifications can lead to different clusterings depending on how the requirement is interpreted. It can be said therefore, that such requirement specifications provide **insufficient** information for accurate clustering and feature tree derivation. Most times, this problem is “resolved” by making explicit assumptions on the meaning of the imperfection information, even when this can not be justified. As a result, the resulting feature trees are based on unjustifiable information and can have a significantly different structure than would have been the case otherwise.

Nonetheless, the resulting feature trees are used for decisions that are critical for the success of the SPL, such as the choice of core assets and variation mechanisms. And as an SPL has a significantly longer lifecycle than traditional software systems, the consequences of wrong decisions will also be felt longer. It is therefore vital that imperfect information in requirement specifications is identified and its influence is well understood. Rather than replacing imperfection with unjustifiable assumptions, the nature and severity of the imperfection should be modelled and considered during the definition of feature trees.

In the following section, we examine the impact of imperfect information for a clustering approach that derives feature trees from textual requirements documentation by clustering requirements based on their similarity. We identify where imperfect information can manifest itself and how it influences the effectiveness of the approach. In Section 4, we propose an approach for handling imperfection in textual requirements and representing it accordingly in feature trees.

#### 3.2 Similarity-based Requirements Clustering

As indicated in the previous section, clustering of requirements is used as a basis for the identification of features that make up a feature tree. Naturally, the relevancy of
the resulting feature tree heavily depends on how requirements are clustered into features. In [2], it was argued that such clustering can be based on the measure of similarity between requirements, as similar requirements typically relate to the same concepts and therefore likely belong to the same feature. The continued work of [2], called Arborcraft, extends on this notion by defining an approach that clusters textual requirement specifications based on similarity of requirements.

3.2.1 Overview of the Approach

The Arborcraft approach clusters requirements together based on the similarity these requirements exhibit from their natural language descriptions. From the clustering that results, a feature tree is derived. In Figure 1, the phases of Arborcraft are depicted.

In stage I, the similarity of requirements expressed in natural language is determined using latent semantic analysis (LSA) [20]. Without going into detail, LSA considers texts to be similar if they share a significant amount of concepts. These concepts are determined according to the terms they include with respect to the terms in the total document space. As a result, for each pair of requirements a similarity measure is given, represented by a number between 0 (completely dissimilar) and 1 (identical). In the figure, this result is represented by the block Requirements Similarity Results.

Stage II uses the Requirements Similarity Results and a hierarchical clustering algorithm to cluster requirements that are semantically similar to form features. Small features are clustered with other features and requirements to form parent features. The similarity measure is therefore used to build up the hierarchy of the feature diagram.

Finally, in stage III Arborcraft provides the possibility to identify variability and crosscutting concerns in the requirements documents. Based on these results, the feature tree can be refactored by, for example, relocating requirements or introducing aspectual features.

Consider the similarity analysis result in Table 1. In this table, the similarity of four requirements has been determined, \( R_1, R_2, R_3 \) and \( R_4 \). After the clustering stage of Arborcraft, the feature tree of Figure 2 results. Requirements \( R_1, R_2 \) and \( R_3 \) are clustered together on the second level of the feature tree, as they are the most similar. As a result of the lower similarity, \( R_4 \) is clustered with the other requirements only on the highest level. Due to a lack of space, the refactorings of the final stage have been omitted.

3.2.2 Imperfect Information in Arborcraft

Arborcraft provides a comprehensive approach for extracting feature trees from textual requirements specifications. However, early experimentation has indicated that small, well-structured and clear documents produce considerably better results than large, unstructured documents containing vagueness and ambiguity. This supports our claim in Section 3.1 that such insufficiency can severely hinder the effectiveness of clustering-based derivation of feature diagrams. The impact of imperfect information on the Arborcraft approach can be identified in the following areas:

Requirements clustering

Imperfect information influences the step of clustering requirements. The similarity of requirements is determined by evaluating the amount of concepts that are shared between them. But as indicated before, natural language naturally contains ambiguities and depending on which interpretation is compared to the other requirements, the results of the similarity analysis will differ. It is therefore vital that the similarity analysis is provided with clearly defined specifications if it is to provide accurate results.

Feature tree derivation from clusters

For the step from clusters to feature trees, there is no direct influence of imperfect information. However, this step uses the clustering result of the previous step and assumes that these results are accurate and reliable. Moreover, this stage aims to come up with a single feature tree, which is realistically speaking neither possible nor desirable given the presence of imperfect information. By having to commit to one particular feature tree, the software architect is forced to commit to the chosen interpretations for the identified imperfection in the clustering step.

Variability and crosscutting analysis

The final stage of Arborcraft searches for variability and crosscutting by analysing the requirements based on their clustering in the feature tree. This stage uses semantic anal-
ysis of the textual requirement descriptions, which means the imperfection in natural language naturally influences the effectiveness of the result. Again, unjustifiable assumptions can be required to come up with refactorings for the feature tree. Moreover, this stage does not ensure that for both the clustering and the proposed refactorings the same interpretations and assumptions have been considered.

4 Imperfection Support for Feature Tree Derivation

4.1 Introduction

We propose a coherent approach for handling imperfect information during the derivation of feature trees from textual requirements. The main element of the approach is the fuzzy feature diagram, an extension to traditional feature diagrams that can capture ambiguous requirements and describe how they can be part of multiple features simultaneously. This extension is then used to accommodate the influence of multiple interpretations for ambiguous information in the textual requirement documents. Our approach consists of three steps:

1. Model imperfection in textual requirements
2. Clustering of requirements including imperfection
3. Derivation of a fuzzy feature diagram

Our proposed approach focuses on ambiguous information, i.e. information that can be interpreted in multiple ways. The first two steps are aimed at handling the multiple interpretations of ambiguous information that is found in textual requirement documents. The third step uses fuzzy feature trees to describe the clustered ambiguous information, rather than attempting to describe this information using traditional feature diagrams. In the following sections, we describe these steps in more detail.

4.2 Modelling Ambiguous Requirements

The first extension is explicit modelling of ambiguous information in the textual requirement specifications. For all identified ambiguities, instead of considering a single interpretation, all relevant interpretations are described. Moreover, each interpretation is attributed with a relevance value, a number between zero and one that indicates the perceived relevance of the interpretation. The single imperfect requirement therefore is replaced by a fuzzy set of interpretations.

Requirements that are defined using fuzzy sets of interpretations are called fuzzy requirements and were first proposed in [15]. The identification of the interpretations and the definition of their relevance values will be done in close cooperation with the stakeholders. In subsequent steps, all identified interpretations are included in the development process as normal requirements. Note that, naturally, ambiguities need to be identified before they can be modelled, but this goes beyond the scope of this work.

To illustrate this step, in Section 2.1 we indicated that the high energy consumption defined in the Smart Home requirements can mean “pre-defined by the habitant”, but can also mean “a measurement result from the system”. With the extension proposed above, this imperfect requirement is replaced with \{p\text{“exceeds a pre-set energy consumption level”}, q\text{“when the system determines a high energy consumption level”}\}, where p and q are the respective relevance values of the interpretations. The ambiguous statement is now refined to two explicit interpretations, which both can be considered in subsequent steps.

4.3 Clustering of Ambiguous Requirements

In Section 3.1, we have established that due to the use of natural language generally provides insufficient information to determine a single best clustering of requirements. With the concept of fuzzy requirements, this problem can now be resolved. By considering all interpretations as tra-
ditional requirement, the clustering of requirements can be performed in much the same way as before. However as a result, different interpretations can end up in different clusters, even when they originated from the same fuzzy requirement. This essentially means that the fuzzy requirement has become a member of multiple clusters simultaneously, which is not possible with traditional clustering of requirements.

We therefore propose to use to group requirements into fuzzy clusters (fuzzy sets) instead of traditional, crisp clusters. Requirements can be part of multiple clusters at the same time and to differing degrees. We define the degree of membership of an interpretation in a fuzzy cluster to be the relevancy degree of that interpretation in the fuzzy requirement. A fuzzy clustering is then achieved by first clustering all crisp requirements and interpretations using a traditional clustering method. Then, in all the clusters that contain interpretations, these interpretation are replaced by the original imperfect requirement and they are tagged with the relevancy degree of the interpretation that was replaced, thus creating fuzzy sets.

Consider requirements \( R_1 \), \( R_2 \) and \( R_3 \), where the imperfect requirement \( R_3 \) is replaced with the fuzzy requirement \( x/R_{3,1} \), \( y/R_{3,2} \). A traditional clustering of crisp requirements and interpretations has resulted in the clusters \( R_1 \), \( R_{3,1} \) and \( R_2 \), \( R_{3,2} \). Here, the requirement \( R_3 \) has become part of two clusters due to two different interpretations. This clustering is transformed into a fuzzy clustering by replacing the interpretations in the clusters with the initial imperfect requirement: \( R_1 \), \( x/R_3 \) and \( R_2 \), \( y/R_3 \). As indicated, the membership values correspond to the relevancy degrees of the respective interpretation.

### 4.4 Fuzzy Feature Trees

Where traditional, crisp clustering leads to the definition of a feature diagram, with the proposed fuzzy clustering this is no longer possible. Therefore, our third proposed extension is the use of fuzzy feature trees. A traditional feature tree forces the software architect to precisely nail down variability and hierarchical structure for the software product line. A fuzzy feature tree does not expect this kind of precision.

In a fuzzy feature tree, requirements are clustered into features to a certain degree, which means that features in a fuzzy tree are fuzzy clusters. Moreover, a fuzzy feature tree imposes no restrictions on features or relationships between them, even when this would be invalid in traditional feature trees. For instance, multiple features can contain the same requirements and it is possible for a feature to have multiple parents.

In Figure 3, a fuzzy feature tree is depicted that is a modification of the diagram in Figure 2. In this picture, the requirement \( R_3 \) initially was identified as being ambiguous and two interpretations were been identified, say \( R_{3,1} \) and \( R_{3,2} \), with a respective relevancy degree of \( x \) and \( y \). In the fuzzy clustering that results, there are two overlapping requirement clusters, \( \{ R_1, x/R_3 \} \) and \( \{ R_2, y/R_3 \} \), in which \( R_3 \) has differing degrees of membership. This fuzzy feature tree now describes the best clustering that could be achieved in the feature tree based on the ambiguous information that was provided. Note that as a result of including these clusters, other features have multiple parent features.

As a fuzzy feature diagram is a generalization of feature diagrams, it essentially describes multiple feature diagrams simultaneously. By removing elements, such as features with overlapping requirements, a fuzzy feature diagram can be transformed into a traditional feature diagram. Depending on how the membership degrees are used during this defuzzification step, a number of alternative feature diagrams can be proposed to the software architect. Ideally, however, a fuzzy feature diagram is maintained throughout SPL development so more detailed information can arrive at a later stage to resolve the imperfection. Also, by extending approaches that operate on traditional feature diagrams, such as the variability/crosscutting analysis of Arborcraft, they can assess the risks that come with specific decisions by considering the imperfection described in fuzzy feature diagrams.

### 4.5 Application to Arborcraft

When this proposal is applied to the Arborcraft approach, this results in the picture of Figure 4. The new elements in the picture when compared to Figure 1 are indicated in grey. In step (I), first the ambiguous statements are modelled as fuzzy requirements. The resulting requirements are then clustered with the standard techniques from Arborcraft (steps II and III). The feature tree that results is restructured to a fuzzy feature tree in step IV. If required, in step VI the fuzzy feature tree is defuzzified to a number of crisp feature trees. The software architect can then select the most appropriate alternative. The refactorings of Arborcraft with respect to variability and cross-cutting (step V) can be applied to both fuzzy feature tree as well as the
defuzzified, crisp feature trees. Naturally, to handle fuzzy feature trees the refactoring mechanisms would need to be enhanced.

5 Discussion

5.1 Discussion of the Approach

In the previous section, we have sketched an approach for coping with imperfect information during the definition of feature diagrams. Nonetheless, this approach leaves a number of questions unanswered. In this section we examine some of these questions.

5.1.1 Maintaining Imperfect Information during SPL Development

One of the key properties of the proposed approach is the possibility to maintain imperfection during multiple stages of SPL development. With this property, software architects do not need to make unjustifiable assumptions which can hinder development at later stages. However, the inclusion of alternative interpretations creates extra overhead and introduces new model elements that need to be considered. However, the benefit of maintaining imperfect information during SPL development is two-fold. First, the presence of imperfect information poses a danger to effective software development. If the SPL architecture is built based on imperfect information, it is likely that at later stages some sort of redesign will be required. By including alternative interpretations and considering the influence of imperfection, the design becomes more resilient to such changes. In essence, design becomes a defensive activity as a number of likely scenarios are already considered. Moreover, the modelled imperfection offers the opportunity to examine risks that come with design decisions.

The second benefit lies in the fact that insufficient information might not stay insufficient indefinitely. A traditional approach forces the architect to make explicit assumptions that at a later stage can turn out to be correct or false. With the support for imperfect information, the architect does not have to commit to a single assumption. Rather, the design will consider and support a number of alternative assumptions throughout the design stages. This creates a larger window of opportunity for the imperfection to be resolved and it will require considerably less refactoring if the design already contains what turns out to be the correct information.

Nonetheless, the concept of maintaining imperfect information introduces a trade-off of effort during the development process. By including all kinds of potential interpretations and design alternatives, software architects can be faced with a considerable increase in effort. It is therefore vital that the software architect can control and manage the extra effort that is created. This can be achieved by, for instance, focusing only on the most relevant interpretations and removing excess information whenever possible. To perform this kind of operations, support for (partial) removal of imperfect information from design is required.

5.1.2 Identifying Imperfect Information

One of the most important problems to be solved is the identification of imperfect information in textual requirement specifications. More specifically, the sufficiency of available information needs to be determined for the design step in which it will be used. As the reason for information to be insufficient is defined by this context, imperfection not only needs to be identified, but also the nature and consequences of its insufficiency.

NLP techniques can assist in identifying imperfect information in textual requirement specifications. Specific approaches have been proposed for the identification and management of imperfection in requirement specifications, such as [9, 11]. With the addition of specific lexicons and vocabulary for typical imperfection in software specifications, semantic analysis approaches can be extended to aid in this goal.

Ideally, at the moment imperfection is identified the stakeholders are consulted and additional information is acquired to resolve the situation. However, as we identified in Section 2, this is not always possible due to a lack of knowledge or insight. In this case, stakeholders can be consulted to describe the actual imperfection. For example, in our extension for requirements clustering we propose alternative
interpretations to be given for ambiguous statements. While NLP cannot derive this kind of information, the automatic identification of potential ambiguities provides a valuable first step.

5.1.3 Removing Imperfection Models from SPL Development

As mentioned in the previous section, it can be desired at given points during development to remove imperfection models. This can for instance be the case when subsequent stages no longer support imperfect information or when the additional effort for maintaining it are no longer feasible. This warrants the question how these models can be removed from the design when the need arises.

As the proposed extensions, such as the fuzzy feature diagram, essentially describe a number of traditional models using a single generalized model, the removal of imperfection corresponds to determining the best traditional model from the generalized model. The numerical information (such as the membership values of clustered requirements) can be used for this purpose. By identifying the traditional, crisp model that best fits the numerical information and the restrictions the model should adhere to, the imperfection can be removed. This is in essence an optimization problem where all traditional models that can be derived from a generalized model are ranked and the best one selected.

5.1.4 How do Imperfection Models affect existing Approaches?

The introduction of fuzzy feature trees in this paper, and imperfection models in general, has a direct impact on all approaches to operate directly on traditional feature trees. As these approaches do not consider the typical properties of fuzzy feature trees, they cannot be applied in the same manner during SPL development.

This can be resolved in two possible ways: first of all, the imperfection can be removed at the moment a design activity is to be undertaken that does not support imperfection models. This can be done by the earlier mentioned defuzzification techniques and the selection of one of the resulting alternative feature trees. However, as identified in Section 5.1.1, it is desirable to maintain unresolved ambiguity as long as possible. Therefore, the second way is to extend these approaches to support fuzzy feature trees. Naturally, the effort required for realising such support must be aligned with the benefits during development.

5.2 A Research Agenda for Supporting Imperfect Information

In Section 2, we have identified that imperfect information in textual requirement specifications can severely hinder variability/commonality analysis. And with the proposal of fuzzy similarity values, overlapping clustering and fuzzy feature trees, we have sketched a first direction for imperfection support in Arborcraft. In this section, we define a research agenda with key problems of imperfect information in feature tree derivation and the general direction on how these problems should be addressed.

A formalized procedure for deriving feature diagrams

One of the most important problems is a complete understanding of the process that turns textual requirement specifications into actual feature diagrams. At the moment, this step still relies considerably on the intuition, knowledge and experience of the software architects. To understand how imperfect information influences the decisions that define the feature tree, they need to be understood in an unambiguous and uniform manner.

With a formal model of the derivation of feature trees, the way information is used will become well-understood. Moreover, it becomes possible to analyse the problems that imperfect information causes during this process. NLP-based approaches such as Arborcraft actually define a (semi-)formal approach for going from textual requirement specifications to feature diagrams. The proposed approach in this article utilizes this by extending its capabilities to support imperfection.

A taxonomy of types of imperfect information

A second important problem to be solved is understanding the nature of the imperfection that can occur in requirement specifications. Many different types of imperfection exist, such as conflict, ambiguity and vagueness, and each of them influences the usability of the information in a different manner. By having a standardized categorization of imperfection types, potentially hazardous elements in specifications can be identified and its impact assessed.

In particular for NLP-based approaches, the definition of an imperfection taxonomy would be very useful. As many NLP approaches utilize a semantic lexicon (e.g. EA-Miner uses variability lexicons), an imperfection lexicon based on this taxonomy can aid in the automatic identification of imperfect information. Moreover, a well-defined terminology will aid in communicating about imperfect information and creating awareness about this phenomenon.

Modelling and reasoning support for imperfection

The core element of any approach for dealing with imperfect information is the ability to model the imperfection and reason with this model in subsequent steps. By capturing the identified imperfection with models such as probability theory and fuzzy set theory, the nature and risk of such information can be quantified. By extending the subsequent design steps to consider these models, the influence of the
imperfection can be considered during decision making activities.

Resolving this problem requires the first two problems of this research agenda to be resolved. Formalizations need to be extended with techniques from probability and fuzzy set theory to support reasoning with models for imperfection. Moreover, only when the type and nature of the imperfection is known is it possible to identify the appropriate model to quantify it accurately.

**Removal of imperfection models from development**

The final problem is the systematic removal of imperfection models from development. The first three research problems are targeted at introducing models for imperfection. Conversely, at particular stages and situations it can be required to remove these models because of new insights or because of a lack of budget to maintain all the extra information.

The removal requires an approach that can determine which elements of the imperfection models are no longer relevant. Moreover, it can also require the selection of the most relevant interpretations that have been included. As identified in Section 5.1.3, such removal activities are in essence optimization problems so the body of knowledge in optimization theory offers a promising starting point.

**6 Related Work**

This paper focuses on the problem of supporting imperfect information in feature derivation and relates to the areas of requirements engineering, SPL development and imperfection modelling and support for feature diagrams. In this section, we give a short overview of related work in these fields.

Extensions to feature diagrams based for imperfect information have been proposed before. In [18], features in feature diagrams are attributed with fuzzy weights that describe the preference of specific customers. The weights subsequently are used by a fuzzy logic-based expert system that can determine typical product configurations for specific customer profiles. The approach described in [16] extends on this approach by introducing fuzzy probabilistic descriptions of market conditions that can influence the expert system. In [7], soft constraints are introduced that specify the conditional probability that feature will be part of a configuration when another feature already is part of it. This information can then be used to identify product parts that must be supported by a particular platform or to understand how these products utilize a particular platform.

These approaches capture a particular type of imperfection when dealing with feature diagrams. However, the goal of these approaches is distinctly different from the problem we have identified in this article. The imperfection that these approaches support originates from an uncertain preference of customers for particular configurations. The imperfection support in our approach addresses unresolvable imperfection in requirement specifications. Moreover, our approach is aimed at supporting the design steps that lead up to an actual feature diagram.

In this work, a fuzzy extension is proposed for deriving feature diagrams from textual requirement specifications. In [4], an approach is proposed that derives feature trees by performing clustering of textual requirements definitions. Our approach is a generic extension that can be integrated in this and other similar approaches, like Arborcraft. Imperfection support for feature tree extraction, to the best of our knowledge, has not been proposed before.

The influence of imperfect information on feature diagrams is well recognized [18, 16]. Kamsties identifies in [9] that ambiguity in requirement specifications needs to be understood before any subsequent design can be undertaken. With support for feature tree definition being largely heuristic [13, 6], systematic support for imperfect information is all but completely absent. Our approach defines a first step by proposing models and design steps to support these models.

**7 Conclusions**

In this article, we have taken a first step towards supporting imperfect information in the definition of feature trees. We have identified that the effectiveness of approaches that derive feature trees from textual requirement specifications can be severely compromised by imperfect information. And as imperfection is naturally part of requirements that are specified in natural language, its influence on such approaches can not be ignored. We established that the main cause is that most approaches require perfect information for the definition of an accurate feature trees. As a result, any imperfections need to be resolved even when specific assumptions can not (yet) be justified.

To illustrate the impact of imperfect information, we explored approaches that derive feature trees from requirements specifications by clustering related requirements. As the clustering mechanisms used in these approaches do not explicitly consider imperfection, the clustering that results is influenced by vagueness and ambiguity in natural language. Nonetheless, subsequent stages use the feature tree that results as input while assuming these results to be accurate.

To address these problems, we have proposed an approach that captures ambiguity in requirement descriptions using techniques from fuzzy set theory. In particular, we proposed the consideration of multiple interpretations when ambiguity can not be resolved, fuzzy clusters to extend the clustering of requirements and a fuzzy extension for feature
diagrams that captures the imperfection. These proposals have been generalized to form a research agenda for imperfection support in feature diagram derivation.

As future work, we want to formalise the steps for the derivation of fuzzy feature trees from ambiguous requirements. Also, we want to integrate with existing approaches that can identify imperfect information using natural language processing and we want to extend the support for refactorings of feature diagrams. When this is completed, we plan to implement the approach as part of Arborcraft and evaluate it with an industrial case study.
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Abstract

End users and professional developers possess distinct types of knowledge, end-users know the problem and their needs and developers know the technology to solve the problem. Therefore, it is very important that end-users and designers participate cooperatively. In this paper, we present a design method for designing the adaptation of smart home systems where end-users and technical designers participate cooperatively by means of Variability Engineering. We introduce Feature Modelling as the underlying technique to enable this cooperation. The paper also shows how to apply two classic end-user techniques within the design method.

1 Introduction

In the past few decades, many research initiatives that are interested in realizing the vision of ubiquitous computing have emerged [26]. These efforts seek to understand how interactive technology can be built into the very fabric of our everyday environment [6]. A growing focus has been placed on transforming the homes we live in into ubiquitous computing environments. In order to achieve the promises of ubiquitous computing, smart homes must improve everyday life activities without losing user acceptance of the system [25]. End-user development copes with this challenge by incorporating user personalization from the very beginning [1, 2].

Smart Homes are complex systems, not only because many different devices are involved, but also because users require these devices to be (1) seamlessly integrated and (2) adapted to their particular needs. Previous studies have highlighted that people continually reconfigure domestic spaces as well as the technologies involved in order to support their activities [24, 23]. The use of end-user development techniques can provide us with several benefits in this aspect. For instance, it provides users with control over an unpredictable combination of interoperating devices [22], and also allows users to customize services at their best convenience [2]. Hence, end-user development pursues a natural alignment between end-user expectations and system capabilities.

It would seem that a complex and adaptive system as a smart home would require sophisticated programming which only skilled software engineers could produce. However, a system properly structured for self-configuring and reactivity to the environment provides exactly the correct vocabulary and control points for enabling end-users to extend and configure the system. We believe that we can contribute to enabling end-user development using the Scope, Commonality, and Variability analysis [10].

In this paper, we present a design method for designing the adaptation of smart home systems where end-users and technical designers participate cooperatively. End-users contribute with their domain knowledge, while designers provide their technical background to preserve the quality of the system. We introduce Feature modelling as the underlying technique to enable this cooperation. This technique not only provides a common terminology to end-users and designers, but also allows for stage configuration through the stepwise specialization of feature models. This is important because both end-users and designers modify system variability at different stages in a cooperative design method. Finally, we show how to apply classic end-user techniques within the proposed design method.

The rest of this paper is structured in the following way: Section 2 analyzes how the system evolves in order to properly fit end-user needs. Section 3 introduces a design method that allows designers to describe adaptation of smart home systems in cooperation with end-users. Section 4 applies classic end-user techniques in different stages within our method. Finally, section 5 concludes the paper.
2 Adaptation in smart home systems and end-users

Smart Home environments are abundant of physical devices such as sensors (i.e. presence or light intensity), actuators (i.e. lamp or alarm) and multimedia (i.e. digiframe or set-top box). The functionality of these devices is augmented by high level Services. These Services coordinate the interaction between devices to accomplish specific tasks. For instance, an Automated Illumination service detects presence in a room. To achieve this goal, the Automated Illumination service coordinates lights and presence detectors. In relation with this, by configuration of a system we mean the specific set of services and devices that system must support to fit user needs. By adaptation we mean a change from one configuration to another to satisfy a change in user needs.

Thus, we start by analyzing the system adaptation level that is needed to allow the system to properly fit end-user needs. This analysis is based on the following ideas:

a. Adaptation in smart homes is driven by a cyclical influence between user needs and system capabilities [8].

b. Adaptation attempts to avoid the mismatch between user needs and system capabilities [14].

c. The adaptation of a system is limited by a point at which so many changes have been performed that we are really talking about another system [17].

According to these ideas, Figure 1 represents the required adaptation level according to the way in which user needs change. The way in which user needs change is represented by a monotonically increasing function \( f(t) \) because the more the user influences the system, the more the system influences the user (in accordance with a). The intersection \( p \) represents the point at which a new system has to be designed because the needs are out of scope (in accordance with c).

We have divided the life cycle of an adaptive system into three zones (in accordance with b):

1. The Inception Phase. The aim of this phase is to minimize the mismatch between user needs and capabilities. User-centered techniques (sketching or storyboarding) and end-user programming techniques (metaphors or teaching by example) can be used to incorporate the customization of the system from the very beginning. However, we have noticed that there are important factors that are not known until the system is used. For example, during the development of a pervasive meeting room [21], the system was fixed with an initial setting but when end-users made use of the system, they constantly change the configuration because the initial configuration did not satisfy their needs or their needs changed.

   The distance \( d \) represents the mismatch between end-user needs and initial system capabilities. In this phase, the goal of design methods is to minimize this mismatch. To achieve this goal, design methods can allow for the introduction of some techniques for the end-user to facilitate to specify their needs more accurately.

2. The Adaptation Phase. In this phase, adaptations are performed to fit the evolution of end-user needs. These adaptations can be related to environment devices (upgrades or new devices) or with system services (modifications or new services).

   The distance \( r \) represents the adaptation range of the system. The goal of design methods is to maximize this adaptation range. To achieve this objective, designers should increase the amount of system variation points.

   In this phase, it would be advisable to introduce some techniques for the end-user to upgrade or reconfigure the system at run-time.

3. The Transition Phase. This phase starts when the maximum adaptation level has been reached and new needs surpass the system scope.

   The intersection \( p \) represents the point from which the system can no longer adapt itself to new end-user needs. The purpose of design methods is to delay this point in time. To achieve this objective, designers should adjust the system scope to the end-user needs and provide mechanisms to properly support variations.

   There are no design techniques involved in this phase, since the designers must develop a new system.

In the next section, we present a method for designing adaptation in smart home systems.
3 A model-based method for designing adaptation in smart homes

To define a method to design adaptation in smart homes, we base on the following ideas:

1. **End-users participate in the design process** [18].
2. **System designers cooperate with end-users** [13].
3. **Design encourages customization** [26].

To support these ideas we propose a method based on a feature model. In the next two subsections, we present this feature model and how it is used to describe system adaptation with end-users.

3.1 A feature model for Smart Homes

Many people understand software systems in terms of application features, which are the first recognizable abstractions that characterize specific systems from the end-user perspective [16]. The feature modeling technique [11] (see Figure 2) is widely used to describe a system configuration and its variants in terms of features. A feature is an increment in system functionality. The features are hierarchically linked in a tree-like structure through variability relationships and are optionally connected by cross-tree constraints. In detail, there are four relationships related to variability concepts on which we are focusing:

- **Optional.** A feature is optional when it can be selected or not whenever its parent feature is selected. Graphically it is represented with a small white circle on top of the feature.

- **Mandatory.** A feature is mandatory when it must be selected whenever its parent feature is selected. Graphically it is represented with a small black circle on top of the feature.

- **Or-relationship.** A set of child features have an or-relationship with their parent feature when one or more child features can be selected simultaneously. Graphically it is represented with a black triangle.

- **Alternative.** A set of child features have an alternative relationship with their parent feature when only one feature can be selected simultaneously. Graphically it is represented with a white triangle.

Additionally, the feature modeling technique incorporates two relationships to express constraints:

- **Requires.** A relationship \( A \text{ Requires } B \) means that when \( A \) is selected in a system configuration, \( B \) is also selected. Graphically it is represented with a dashed arrow.

- **Excludes.** A relationship \( A \text{ Excludes } B \) means that when \( A \) is selected in a system configuration, \( B \) cannot be selected. Graphically it is represented with a dashed double-headed arrow.

We also include **Variation Points** in the feature model. By variation point we mean a feature that has not been selected for the current configuration but can be used to define further configurations. The features filled in gray are the selected features of the smart home configuration, while the white features represent variation points.

An example of a feature model is shown in Figure 2. The feature model describes the smart home with an Automated Illumination and a Security service. This security service relies on presence detection (inside the home) and a silent alarm. Potentially, the system can be upgraded with more services (Perimeter Detection and Presence Simulation) or with more devices (a Siren, a Visual Alarm, a Gradual Lamp or a Volumetric Detector). Note how these potential updates are represented by Variation Points.

For instance, Security Service represented in Figure 2 initially uses a Silent Alarm device. If the system is upgraded with a Siren device the system will also use Siren in the Security Service since the feature Siren is modeled in the Smart Home Feature Model as a Variation Point.
3.2 A design method for design adaptive smart homes

Our design method is based on our experience with developing smart homes [20, 21, 19]. Figure 3 graphically presents the steps (arrows) and the decisions (diamonds with dashed arrows) of the method. We propose a design process that is divided in two stages: (1) designing through the scope and (2) designing through the use. Both stages are performed by using the feature model presented in the previous section.

- **Design through Scope.** The first stage involves steps A, B, and C (see Figure 3), and its goal is to fit the system scope to the end-user needs. The actors of this stage are the system designer (technological background) and the end-user (domain knowledge). Both cooperate in the design of the system as follows:

  1. **Step A: Defining System Scope.** The designers propose an initial design to a group of target end-users in order to discover where the perceived and realistic needs align. Setting the proper scope of the system is a fundamental step in achieving user acceptance. The scope determines the domain of the smart home (elderly care, kids assistance, security...). The designers set the scope by identifying all the possible features and their relationships in a feature model (see the top left picture of Figure 4).

  2. **Step B: Defining Initial Configuration.** The end-users customize their smart homes from the initial configuration. A configuration is represented as a valid selection of features in the feature model and features which are not selected constitute the variation points (see the top right picture of Figure 4).

  3. **Step C: Out of scope.** The end-users identify needs for which no element exists. Afterwards, this feedback guides designers to focus the system scope on end-user needs by identifying the desired configuration and new variation points (see the bottom right picture of Figure 4). This stage is performed again until all needs have been addressed. Rather than forcing the designers to speculate on the system scope, we have found that presenting users with designs that surpass their needs helps to uncover the boundaries of the scope. It is applied in the Inception Phase that is described in Section 2. The aim of this stage is to avoid the initial mismatch between user needs and system capabilities and also to reduce the rigidity effect [12] of traditional end-user programming. This effect is introduced by non-cooperative design methods and implies that end-user decisions are restricted by a priori specifications.

- **Design through Use.** The second stage involves steps D, E and F (see Figure 3). Its goal is to allow end-users to reconfigure the system in run-time. The actors of this stage are end-users (with their possible new needs) and the system (which must adapt itself to these end-user needs). The variation points identified in the previous stage enables end-users to redesign system performance to match their needs at run-time. The aim of each step is:
4. **Step D-E: Evolution of end-user needs and System reconfiguration.** The adaptation is performed as a transition between sets of features when end-user needs change. Then, the smart home reconfigures itself from a valid selection of features to another valid selection (see the bottom left picture of Figure 4).

5. **Step F: Out of scope.** Users have new needs that are not considered in the scope of the system (represented by the feature model). Incorporating new features to a feature model implies modifying its scope. These modifications imply restarting the design method (see the bottom right picture of Figure 4).

This stage is applied at the Adaptation Phase that is described in Section 2. The aim of this stage is to enable end-users to take control of the system performance, which has been identified as an important design principle [12].

To define these stages, we use the structure presented in the work by Stewart Brand [8], who refers to the successive cyclical influence between users and buildings. He stated:

“First we shape our building, then they shape us, then we shape them again ad infinitum. Function reforms form, perpetually.”

The method presented in this paper describes which steps have to be taken. The following section presents some techniques that support end-users in the performance of steps B and D.

### 4 End-user techniques

End-user design techniques have been adopted from human computer interaction to ubiquitous computing. These techniques encourage and enable end-users to participate in the creation of software. End-users are introduced to the development process by means of appropriate metaphors, such as the jigsaw metaphor [2], the media cubes metaphor [15], the butler metaphor [1] or the fridge magnet metaphor [4]. In the context of this work, these techniques can be used to improve the design of smart home systems adapted to end-user needs. However, they do not address the adaptation of the system when deployed and end-users change their needs. To solve this problem, there are other approaches such as the End-User Sensor Installation Technique [7], Programming by Demonstration [3] or Pervasive Interactive Programming [9].

In this work, we use the Jigsaw metaphor and Programming by demonstration techniques. The next two subsections describe these techniques and how they can be integrated in our cooperative design method. In particular, we show how these techniques can exploit feature models and how they can be used to support Steps B and D where the actor is the end-user.

#### 4.1 Applying Jigsaw technique in Step B

With the aim to allow end-users to define the initial configuration in Step B, we have chosen the jigsaw metaphor [2]. The “jigsaw pieces” metaphor is based on the familiarity evoked by the notion and the intuitive suggestion of assembly by connecting pieces together. Essentially, it allows users to take variability decisions through a series of left-to-right couplings of pieces. Constraining connections in a left to right fashion also provides users with the sense of a pipeline of information flow.

We can use the jigsaw metaphor to allow end-users to describe the initial configuration. To achieve this, each feature defined in the feature model is presented to end-users as jigsaw pieces. End-users must join these jigsaw pieces to achieve their initial configuration. End-users create a line of pieces for each desired service included in their initial configuration. Compatibility is a must when joining jigsaw pieces. Compatible and non-compatible pieces are defined by the relationships in the feature model. Two pieces are compatible if their associated features are related by means of a relationship defined in the Feature Model (Optional, Mandatory, Or-relationship or Alternative). In Figure 5, we illustrate the initial state of the jigsaw pieces for the feature model previously modeled by the designer in Step A.
Figure 5. Defining the initial configuration

(see Figure 2). The root piece is filled in black with a gray frame, the compatible pieces are filled in black and the non-compatible pieces are filled in gray. When a jigsaw piece is added, non-compatible pieces are disabled and shadowed, indicating which pieces are compatible.

Therefore, to define an initial configuration end-users must take the following steps:

1. Select the root piece. From this feature end-users can define all their initial configuration services.
2. Add available pieces to the last piece selected. If end-users select a leaf piece a service will be configured.
3. Repeat steps 1 and 2 until all pieces have been selected or repeat until all the services needed are configured.

When the services have been configured, end-users will have a line of puzzle for each service initiated in the system from the root to the leaves. The services which are not initialized will not be available in the system.

According to the feature model and the initial configuration represented in Figure 2, end-users can define three initial services: Presence Detection, Alarm and Automated Illumination. In the end, end-user will attain a line of puzzle for each service (see Figure 6).

4.2 Applying Programming by Demonstration technique in Step D

With the aim to allow end-users customize or upgrade the system at run-time in Step D, we have chosen the Programming by Demonstration (PbD) technique [3]. PbD allows “programming” by interacting with the devices in the environment to show an example of desired functionality. The main advantage of PbD is to allow customizing or upgrading functionality at run-time by end-users who had no experience in developing applications or using complex interfaces. PbD consist of capturing the events which are produced by interacting with the system. Next the system analyzes these events.

Figure 6 shows an example where the Automated Illumination service is customized. The Automated Illumination service is initially configured to use the Lamp, as we can see in the feature model shown to the left of Figure 6.
End-users want to customize the Automated Illumination service to switch on the gradual light device rather than the lamp device. To customize this service, end-users must enable the Record mode for this service. Then, end-users go to the sitting room and switch on the gradual lamp. After that, end-users disable the Record mode. When the record mode is disabled, the system checks each saved event. In this example, the system has two saved events: (1) Presence Detection service activated (because the end-user goes into the sitting room) and (2) Gradual lamp is enabled. For each event, the system checks the feature model to search any compatible feature of the selected service. In this case, the event compatible with Automated Illumination service is the activation of the Gradual Lamp. Afterwards, the Automated Illumination service is configured to use the Gradual Lamp, as we can see to the right of Figure 7.

Therefore, end-users can customize or add services in run-time by means of interacting with devices to show the system their desired functionality of a specific service. If the shown functionality has been modelled in the feature model as having compatible features then, the specific service will be modified and the system will be reconfigured.

5 Conclusion and future work

End-users and professional developers actually possess distinct types of knowledge. End-users are the “owners” of the problem and developers are the “owners” of the technology to solve the problem. End-users do not understand software developers jargon and developers often do not understand end-user jargon [5]. Thus, in this paper we have presented a method which allows end-users to cooperate in the design process of smart home system adaptation and adapt the system to their needs at run-time. We have introduced Feature Modelling as the underlying technique to enable this cooperation. In the design method that we have presented, we have identified two stages: Design through Scope and Design through Use. In Design through Scope, a technical designer proposes an initial feature model setting the proper scope of the system in achieving user acceptance. End-users customize the initial configuration and identify needs for which no elements exists. This stage is performed until all needs are supported. In Design through Use, end-users can upgrade or customize their system at run-time until the system is out of scope needs. Finally, we have shown how two classic end-user techniques can be applied in the context of our method to: (1) allow end-users to cooperate with technical designers and (2) customize or upgrade their system in run-time.

As a future work, we are going to study more end-user techniques to simplify the design system for end-user and find other techniques to be applied with our method. Furthermore, we are going to test more end-user techniques to find the best adaptation in our method. We are also working on the development of editors to apply end-user techniques with our method.
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Abstract

Architectural description languages (ADLs) are essential means for a system and software design in the large. Their common concepts are components, ports, interfaces and connectors. Some of them already support the representation and management of variance, a prerequisite to support product line engineering, but the support of variability often stops on component level. In this paper, a more detailed view on the integration of variability into architectural models is taken. The focus is set on providing support for product line engineering within the automotive E/E\(^1\) domain, where functionality and/or its realization is varying according to specific customer needs and hardware topologies. In general, the fundamental question in this domain is not, whether a product line approach should be applied, but what is the best way to integrate it.

1. Introduction

Architecture description languages (ADLs) are widely used to specify systems and software designs in the large. According to nowadays complexity of embedded software systems in the automotive industry (more than 2000 functions in today’s upper class vehicles) architectural models specified in an ADL have to be structured in different layers. We propose to use an appropriate compositional specification formalism that gives us on the one hand the possibility to analyze the described models concerning their variability at each layer separately and on the other hand the possibility to integrate them within a common model in the overall development process. The various layers introduce different perspectives as for example a functional architecture perspective that describes the hierarchical structure and the corresponding interfaces of a system. During the development of complex systems and in a distributed engineering task such a structured and modular approach is indispensable. Besides these aspects it is important to improve the system development process at each stage of such a development, especially with respect to the reuse of certain artifacts within the development process.

In the recent past software product line based development methodologies truly became a mainstream development technique. Although successfully applied in the software development field, product lines are still not state of the art within the automotive domain of embedded software systems. Software and E/E system product lines are build and managed often by explicitly naming and configuring all variants in advance and maintaining all single products through the complete development process.

Product lines have to be engineered within a larger system context of hardware and software systems. The proposed layered approach respects the current development artifacts and processes and introduces variability concepts only where needed. As a reference, the following artifacts depicted in Figure 1 were considered within the VEIA project. Products and their variability are expressed using feature models as they were introduced in [27, 39]. Logical architectures are described using an architecture description language that al-
loows to define variability of different specification elements as there are optional functions, ports or function variation points (see section 2). These logical architectures are directly connected via a refinement relationship to the description of so called software architectures representing an implementation of the logical architecture. This relationship is used to trace changes made on different levels and to semantically connect the descriptions on these levels to allow for a simultaneous configuration process. Both the logical architecture and the software architecture are connected to an infrastructure layer via a deployment mapping. This infrastructure layer specifies the topology and hardware restrictions the upper layers rely on. Within the reference process a pervasive staged configuration process is established that starts with the overall feature model and is executed through all the layers. Within this process local constraints arising at each layer are respected and analyzed to detect inconsistencies. The mentioned refinement relations are formally interpreted during the transformation process and used as constraints within the configuration process.

Variability has to be represented in all architecture models. The relationships between the artifacts regarding variability issues stem from the idea of the variability pyramid in [33], and accordingly reflect the sources of variation [7] on the right level. In more detail, they have to incorporate the concept of binding times for variability [40]. In [19] the mentioned binding time problem was addressed by specifying a function net for the product line of a system functionality in vehicles (see section 4) as well as two concurring software architectures. By the use of product line metrics the two software architectures were compared [18].

The work presented here relies on (integrated) concepts from the areas of ADLs (cf. e.g. [29, 14, 12, 13, 31]), product line engineering [40, 8, 33], and automotive systems engineering (e.g. [11, 35, 9, 37, 3]). The work is based on experiences made in projects on behalf of BMW Group where the introduction of systems and function orientation into the engineering processes were focused [20, 21, 28]. Thus, methods to support a distributed engineering and integration of automotive product lines are developed within the BMBF funded research project VEIA, cf. [17, 18, 19, 26, 25, 22, 23, 24, 16, 15]. Our prototypical implementation of a case tool called \textit{v.control} demonstrates different aspects of the sketched methodology.

In this paper we introduce the underlying concepts for the integration of variability modeling aspects into architectural models (see section 2) and a possibility to automatically compute the corresponding feature tree for formal analysis purposes (see section 3). Doing so we are able to analyze the variance of the product line with respect to architectural views and abstraction levels, to assess alternative solution strategies with respect to their variability aspects, and to evaluate them regarding development costs and efforts. We examined the presented method with the help of an example use case described in detail in section 4. The paper ends by mentioning related work (section 5) and some concluding remarks (section 6).

2. Variability concepts in architecture descriptions

\textbf{Components} are the building blocks of an architecture in common ADLs. \textit{Interface descriptions (ports)} specify the ability of combining components. \textit{Connectors} establish the composition by connecting ports. The composition of components results in higher-level components again, see e.g. [29]. As an assumption for the following discussion, a higher level component is just a cluster of its subcomponents and does not add any additional behavior or hides anything. Thus, all ports not connected between the subcomponents are delegated to the parent component. The architectural artifacts of the VEIA reference process (cf. Figure 1) are specializations of such a general component model. Because of the automotive domain we concentrate on signal-based communication between components in functional views.

Common variability concepts for product lines, e.g. found in [27, 40, 33, 36], are dealing with \textit{optionality, alternatives} (encapsulated by XOR variation points) and \textit{OR variability}. \textit{Parameterization} is also often provided. Furthermore, \textit{dependencies} (e.g. “needs”, “requires” or other logical statements) are used to constrain possible combinations of variable elements.

In order to represent product lines on an architectural level, variability concepts need to be consistently integrated with the above mentioned architectural concepts. The integration, as sketched in the following, results in new kinds of modeling elements on different levels of granularity:

\footnote{The implementation of the demonstrator is still work in progress. All mentioned methods and analysis operations are prototypically realized within \textit{v.control}.}
• Applying the optionality concept on components results in a differentiation of composition, i.e. we get a distinction in mandatory and optional subcomponents.

• The integration of XOR variability into components results in a new hierarchical relationship between components: A component variation point represents a generalization of alternative components as it exhibits their commonalities with respect to the architectural role which the alternatives are able to fulfill.3

• By the application of variability concepts on horizontal connectors, we can distinguish between mandatory and optional connectors. XOR variability (like “switches” in Koala [32]) is not supported, because this situation can be emulated by a variable component fulfilling this task, or by a component variation point.

Delegation connectors are used to relate two hierarchical levels. They cannot exhibit own variability because of our definition of the composition of components.

• The consistent integration of the variability concepts yields components with varying interfaces in the form of optional vs. mandatory ports, and in the form of ports with fixed or varying signal sets.

• Parameterization is applicable on all architectural elements, e.g. parameterized components, ports, connectors, or signals, whereby variability is supported for their attributes.

These basic concepts are not isolated, but interrelated. Our approach allows—and thus deals with—the situation when variability within a component cannot be fully encapsulated and hidden by that component. Such a situation happens when a component has optional subcomponents or subcomponents with optional ports. Consider for instance the optional output port `poutDisplayEnhanced` of the mandatory component `CbsWdSparkPlugs` in Figure 5. When this port is available in one product, the corresponding communication is delegated to the environment of the parent component `Cbs`. Another situation when inner variability cannot be hidden is often introduced by component variation points. Alternative components architecturally play the same role, but they are related to different requirements or solutions. This can cause a different demand on signals they send or receive. The comparison of the alternatives with respect to their ports leads to the distinction of ports which are common to all alternatives (e.g. input port `p.inKm` of the component variation point `CbsWdSparkPlugs` in Figure 5), and variant-specific ports which are not present in all alternatives (e.g. port `p.inSensorsSp` of the same component).

The component variation point exhibits the result of this comparison.

<table>
<thead>
<tr>
<th>Origin of variability</th>
<th>Occurrence</th>
<th>Signal set</th>
<th>Kind of ports wrt. variability</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>independent</td>
<td>always</td>
<td>fixed</td>
<td>mandatory, fixed port</td>
<td></td>
</tr>
<tr>
<td></td>
<td>varying</td>
<td>fixed</td>
<td>“(invariant port)”</td>
<td></td>
</tr>
<tr>
<td>sometimes</td>
<td>fixed</td>
<td>optional</td>
<td>fixed port</td>
<td></td>
</tr>
<tr>
<td></td>
<td>varying</td>
<td>optional</td>
<td>(port variation point)</td>
<td></td>
</tr>
<tr>
<td>dependent</td>
<td>always</td>
<td>fixed</td>
<td>not applicable</td>
<td></td>
</tr>
<tr>
<td></td>
<td>varying</td>
<td>dependent</td>
<td>varying port</td>
<td></td>
</tr>
<tr>
<td>sometimes</td>
<td>fixed</td>
<td>dependently optional</td>
<td>fixed port</td>
<td></td>
</tr>
<tr>
<td></td>
<td>varying</td>
<td>dependently optional</td>
<td>varying</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1. Variability of ports.**

In general, we provide a minimal/maximal view of the communication needs of a component which has inner variability. The minimal view only comprises the common elements (the invariants). In contrast, the maximal view comprises the complete set of possible elements (i.e. invariant as well as variant-specific elements). Furthermore, it is distinguished whether the variability of the element originates from another element, i.e. if it’s independent or dependent. Dependency is established along the hierarchical structure of components, from lower to higher components. Ports have to represent this differentiation, fully characterized by the following three variability criteria:

1. **Occurrence of a port:** A port can be a mandatory or an optional “feature” of a component, i.e. a port is distinguished whether it always (part of all products) or sometimes (in some products of the product line) occurs.

2. **Signal set of a port:** The information items communicated via a port can be fixed or varying. A port can have different signal sets because of the introduction of alternative components. The alternatives could exhibit that they all need information from a specific component, but they differ in the specific signal set. In this case, the

---

3We do not focus on an explicit support of OR variability (i.e. selecting any number of elements of a set) in architectures, although it can be a useful construct. In case that OR variance is incorporated additional constraints on the underlying levels that describe not only the architecture but also the behavior of different development artifacts have to be incorporated. These constraints are concerned with communication or synchronization issues that are inherited from the variance modeling at the upper layer.

4A component variation point is represented by a rounded rectangle in our graphical notation. Its alternatives are the direct subcomponents. Dashed rectangles mark components as optional.
<table>
<thead>
<tr>
<th>Component</th>
<th>Port occurrence</th>
<th>Port’s signal set</th>
<th>Possible kinds of ports on the component</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic component</td>
<td>always fixed</td>
<td>invariant port</td>
<td>[ ]</td>
</tr>
<tr>
<td></td>
<td>sometimes fixed</td>
<td>optional, fixed</td>
<td>[ ]</td>
</tr>
<tr>
<td>Hierarchical composed</td>
<td>always fixed</td>
<td>invariant port</td>
<td>[ ]</td>
</tr>
<tr>
<td>component</td>
<td>sometimes fixed</td>
<td>dependently varying port</td>
<td>[ ]</td>
</tr>
<tr>
<td></td>
<td>varying</td>
<td>dependently optional, fixed port</td>
<td>[ ]</td>
</tr>
<tr>
<td>Component variation point</td>
<td>always fixed</td>
<td>invariant port</td>
<td>[ ]</td>
</tr>
<tr>
<td></td>
<td>varying</td>
<td>port variation point</td>
<td>[ ]</td>
</tr>
<tr>
<td></td>
<td>sometimes fixed</td>
<td>optional, fixed</td>
<td>[ ]</td>
</tr>
<tr>
<td></td>
<td>varying</td>
<td>dependently optional, fixed port</td>
<td>[ ]</td>
</tr>
<tr>
<td></td>
<td>varying</td>
<td>optional, varying</td>
<td>[ ]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>dependently optional, varying port</td>
<td>[ ]</td>
</tr>
</tbody>
</table>

Table 2. Components and their ports wrt. to variability.

The corresponding port at the component variation point is represented as a varying port.

3. **Origin of variability of a port**: The variability can originate from lower level components, thus a port can be independent or dependent with respect to its occurrence or its signal set. Reconsider the output port `poutDisplayEnhanced` of function `CbsDisplay` in Figure 5. The corresponding port of function `Cbs` is dependent. The same effect applies to an delegated mandatory port of an optional subcomponent (e.g. port `pinSensorsPf` of the optional component `CbsParticleFilter`). In general, there is architectural independence of ports at atomic components, because their inner variability is not represented on the architectural level.

The combination of the three variability criteria results in different kinds of ports as summarized in Table 1. Mandatory, fixed ports represent ports already known from common architectural models, where no variability concept is explicitly integrated. Because mandatory, fixed ports are always present (i.e. invariant), when its component is present, they need not be configured. Thus, there is no dependent version of them.

Along the hierarchical composition relation between components, the variability of a component is propagated to its upper level components. The possible combinations between components and ports are listed in Table 2. How variability caused by alternative components is propagated to upper levels is illustrated in Figure 2. Consider, for instance, how mandatory or optional ports of the alternative components A and B, which are encapsulated by the component variation point C, are delegated to the upper levels. The invariant port `pC1` states that the alternatives A and B share a common port with the same signal set. In contrast, the varying port `pC7` states, that both components have a common port (with respect to its architectural role), but with different signal sets.

The integration of variability concepts also introduces the need to consistently configure the variable elements occurring within an architecture description. The notions dependent and independent as above introduced with respect to ports, represent an additional specification means to classify occurring variability. The information whether a specification element is dependent can be automatically computed, thus supporting the user for example by determining the minimal set of configuration points to generate a complete configuration.\(^5\)

To which extend the described concepts are utilized during the analysis and how far the implementation of the mentioned concepts is realized within the demonstrator `v.control` of the VEIA project is sketched in the next section.

\(^5\)This feature is currently not realized within `v.control`. 

![Figure 2. Port dependency because of component variation points.](image-url)
3. Analysis of feature models

There are a lot of proposals in literature to formally analyze feature models. Most of them translate a feature model into a representation suitable for a formal analysis. Prominent examples are Feature Modeling Plugin (FMP) [39], pure::variants [34] or the FAMA Framework [10].

The analysis engine of FMP is based on binary decision diagrams (BDD). pure::variants uses the logical programming language Prolog to reason about feature models. These analysis techniques are used to prove certain properties of feature models that were related to the following questions or operations:

1. Does the feature model has at least one valid configuration (satisfiability) and if so, how many models (configurations) are represented by that feature model?
2. Does the feature model contain features that were never part of a valid configuration (dead feature detection)?
3. The operation to derive a (partly) configured product out of a feature model is most important during the development process and strongly connected to the binding of variance.
4. If a property such as satisfiability cannot be established, then the user should not simply get the answer “no”, but should get a helpful explanation on the basis of his feature model to be able to analyze the fault and repair it.
5. The ability to prove arbitrary properties about a feature model is concerned with nearly all the before mentioned operations and questions. It gives the user the possibility to formally examine his feature model to ensure the desired feature model behavior on a formal, objectifiable and repeatable basis.

Within the VEIA project we aim at providing a proof of concept in terms of a prototypical implementation of a feature modeling tool that is able to answer all the enumerated questions and is not limited to Horn-formulae for example. The technique that we propose is based on the same idea as the tools mentioned above. We use a transformation approach that translates a given feature model into a propositional logic or first-order logic formula. This approach allows us to define arbitrary conditions on features that are expressible in the respective logic. These conditions represent constraints on the corresponding feature model that have to be respected if satisfiability is checked or within a configuration process. We decided to use the automatic theorem prover SPASS [30] as our reasoning engine. Such a theorem prover is able to formally analyze problems with a large number of features and it can be used to solve the constraints arising during the configuration process. Thus, all the above mentioned questions can be answered using this approach that is completely implemented within v.control. We further expect to scale up with large feature models, since many techniques used to implement for example a constraint propagation mechanism are already successfully used as proving strategies within such theorem provers. Nevertheless, the integration into the complete development process that is concerned with different refinement levels (see Figure 1) is still not solved completely. In the following we sketch a proposal how to connect feature models with the underlying architectural models especially with respect to the configuration of feature models.

As mentioned before we propose a layered approach for the separation of concerns on the different levels. Within such a structured approach a connection between the various layers has to be established that maps the feature model to the architectural artifacts. This mapping gives us on the one hand the possibility to trace changes over the complete development process and on the other hand allows for an automatic computation of model configurations. In the following we substantiate the notion of configuration models with the help of a simple example taken from the CBS scenario described in section 4.

In our approach we use feature models and the corresponding operations defined on them as the central variability management engine. The integration of this engine into a system development process is one of the major tasks for an enterprise wide consistent and non-isolated variability management approach. To this end we use a translation process that integrates the development artifacts from different layers into one single feature model. Within the computation of this model the variability analysis presented in section 2 is used to formulate the respective constraints on functions, ports and their connections.

The translation algorithm is based on translation rules that constitute the mapping from architectural elements to feature model elements (propositional formulas) as illustrated by the following selection of rules.

R1 An atomic function $F$ may have mandatory ports $P_1, \ldots, P_n$ which are part of a configuration if and only if the function itself is part of that configuration, expressed by: $F \leftrightarrow (P_1 \land \ldots \land P_n)$.

R2 An atomic function $F$ may have optional ports $P_1, \ldots, P_n$. If one of the optional ports is part of a configuration, then the function $F$ is part of that configuration, expressed by: $(P_1 \lor \ldots \lor P_n) \Rightarrow F$. Note that in this case the translation excludes configurations where ports exist with no associated function.

---

7The complete set of rules realized within v.control covers all syntactical possibilities used during the specification of a functional architecture.

8used as an internal computation and analysis model
R3 A hierarchical (non-atomic) function \( F \) is decomposed into sub-functions \( F_1, \ldots, F_n \). These sub-functions may be mandatory, i.e. if their parent is present, then the sub-functions are present, too. A sub-function can be an atomic function, a hierarchical function, or a function variation point. The corresponding translation is given by the following formula: 
\[
\forall i : 1 \leq i \leq n : F_i \Rightarrow F
\]

R4 As described in R3 a hierarchical function \( F \) can be decomposed into sub-functions \( F_1, \ldots, F_n \). These sub-functions may be optional. Thus, their presence within a configuration depends on the presence of their parent function and on the fact whether they are selected during that configuration. The simple formal translation is given by the following formula: 
\[
\forall i : 1 \leq i \leq n : F_i \Leftrightarrow F
\]

R5 A variation point is a function \( F \) which encapsulates the logical XOR-relation between its sub-functions \( F_1, \ldots, F_n \). If a function variation point is present then exactly one of its sub-functions is present.\(^8\) Which of the sub-functions \( F_1, \ldots, F_n \) is taken depends on the configuration of the function variation point. The alternatives may again be a function variation point, or an atomic or hierarchical function. The formal translation is reflected by the following formula: 
\[
(\forall i : 1 \leq i \leq n : F_i \Rightarrow F) \\
\land \\
(F \Rightarrow (F_1 \lor \ldots \lor F_n)) \\
\land \\
(\forall i,j : 1 \leq i,j \leq n : i \neq j \Rightarrow F_i \Rightarrow \neg F_j)
\]

The given rules can be applied recursively to architectural specifications resulting in a feature tree with the corresponding constraints that at first represents the variability occurring within the functional architecture. Note that this representation does not represent the functional architecture itself. It simply exploits the architecture description elements in order to unambiguously represent their variability. The given formal representation can then be used to formally reason about the variability and to prove for example whether a configuration is consistent.

To illustrate the mentioned approach let us assume we have finished the description of the feature model that represents the product line description in Figure 1 and is shown in Figure 4. Within the scenario described in section 4 we have specified the corresponding function net as illustrated in Figure 5. The function CbsWdSparkPlugs is described as a variation point introducing two alternatives. These alternatives are mirrored within the corresponding feature tree. Let us assume for illustration issues that the alternative within the feature tree between adaptive and linear computing has not been made before (so we cut the feature tree after the WdSparkPlugs node). This leads us to the problem of introducing a new variability within the function net that is not reflected within the feature tree. Although it is possible in such a situation to let the user repair this model inconsistency, we think that such an approach is error prone and it should be possible to automatically compute a new feature tree that incorporates the newly introduced variability. In our example we assume that the feature node WdSparkPlugs is mapped to the function CbsWdSparkPlugs. From this we can conclude that there is a new variability since the CbsWdSparkPlugs represents a variation point. Now the computation is easy as illustrated in Figure 3. The general idea is to represent functions as features and their sub-functions as children of these features. The ports associated to a function are collected under a feature Ports. The dependencies between ports\(^9\) are expressed using needs-links as depicted in Figure 3. For the sake of readability Figure 3 shows only one needs link between the port pinSensorsSp of the function CbsWdSparkPlugsAdaptive and the port pinSensorsSp of the function CbsWdSparkPlugs. The connection between the mentioned ports is only a delegating connection which is also expressed by the established equivalence relation. For the underlying development artifacts, which have to be connected to the corresponding features in the feature tree, it means that both ports can be identified. The complete list of ports can in general be avoided or hidden since most of them are mandatory and not part of some variability. Besides this we suggest to introduce a general hiding concept that lets the user choose the view (level of detail) of the feature tree.

Based on this automatically computed feature tree the user is able to configure its development artifacts on each

---

\(^8\)This holds for a completely configured product.  
\(^9\)occurring as delegation or horizontal connectors
layer of the development process with the help of the central feature tree (see Figure 7). What remains to be introduced is a concept of artifact dependencies that can be established between different layers in the central feature tree.

4. Case study

The presented concepts are evaluated by a case study from our project partner BMW about a distributed supporting functionality in vehicles: “Condition-based service” (CBS) [19]. Hereby, necessary inspections are not any longer terminated at regular and fixed durations of time or driven distances, but on the real wearout of relevant wearing parts of the vehicle like motor oil quality, brakes, spark-plugs etc. Variability within CBS is primarily caused by different business service concepts for specific vehicle types, different infrastructures of supported vehicle types, and by organizational and development process-related aspects. It is reflected in a varying information basis for CBS, different algorithms to estimate the wearout, and different solution strategies to implement the functionality.

The definition of a (simplified) CBS product line is shown in Figure 4. This feature model was configured for a typical product: a vehicle with Otto engine, no additional displays, but where the wearout of spark plugs is detected by an adaptive computing method. The corresponding function net is shown in Figure 5. Each wearing part is represented by a function to compute the wearout. Since the product line supports two ways of computing the wearout of spark plugs, the alternative functions CbsWdSparkPlugsLinear and CbsWdSparkPlugsAdaptive are introduced. The adaptive variant needs additional input from the spark plugs sensors for the computation. This is represented by an additional, variant-specific port at the CbsWdSparkPlugsAdaptive function, which becomes a dependent port at the functional variation point CbsWdSparkPlugs as well as at the (top-level) function Cbs (port pinSensorsSp). Furthermore, the wearout detection function for spark plugs as well as for the particle filter are optional because of hardware dependence: vehicles equipped with an Otto engine have spark plugs only, and vehicles with Diesel engines have particle filters only. Both wearout detection functions could have been modeled as alternatives in the function net, but we’ve decided to model them just as options, because they do not represent “functional” alternatives. Generally, the definition of XOR variation points or the usage of options is always a design decision dependent on specific objectives and situations.

5. Related work

The work presented here is related to a number of different efforts. Various ADLs in the literature incorporate the hierarchical composition of components, cf. [29] for an overview and a taxonomy for comparison of ADLs. ADLs are also object of research for automotive or embedded systems like [11, 12, 32, 14, 5, 6].

Variability management and product line engineering is in the scope of many efforts. ADLs for product lines often introduce structural variability for components, but only deal with constant, maybe optional, interfaces for components. A comparison of those ADLs is given in [1, 36]. The notation we used for ports was inspired by [32]. In contrast to our approach, this ADL supports alternative components by alternative connections (“switches”). By “diversity interfaces” a hierarchical parameterization of components and its elements is supported.
An overview about binding times of variability and variability mechanisms is given in [40, 7, 38, 8]. General notions about commonality and differences are published in e.g. [27, 33]. Exploiting feature models for variability management is done by e.g. [39, 34], pure::variants [34], a configurator tool according to [8], uses a generic family model as abstraction of blocks of a target language description (e.g. source code). By configuration of a feature model, the family model is used to concatenate the blocks to build a product. In this way, our architectural models can be regarded as specializations of the family model. Thus, our concepts could be integrated with such tools.

6. Conclusion

The presented method introduces the possibility to connect different layers within a structured development process in a generic way resulting in an effective approach to configure and to compute products according to predefined measures. It supports the user in finding valid configurations and guarantees that the constraints are not violated. The proposal is flexible in the sense that it allows to incorporate variance that is introduced at later stages of the development without changing the before specified development artifacts. Those artifacts that are specified and defined below the level of the functional architecture can be integrated analogously resulting in a pervasive development of variability throughout the complete product development process.

Although the concepts for the handling of variability are not yet stable within the AUTOSAR considerations [2], our method provides a mean to realize a pervasive handling of variability throughout a product development process that starts with the requirements specification and ends with an AUTOSAR compliant software development [3, 4].

As proof of concept the work is prototypically implemented in a case tool which we called v.control. It demonstrates different aspects of our methodology: the specification of product lines in form of function and software component architectures including abstraction and reuse issues, the assessment of a product line by the evaluation of the architecture specification using metrics, and the configuration of a product line architecture in order to consistently derive the specifications of each of its products. For the latter we use common feature modeling techniques for a centralized and continuous variability management. The screenshots of the VEIA demonstrator v.control in Figure 6 and Figure 7 illustrate the implemented functionality with respect to the method presented in this paper. The screenshot depicted in Figure 6 shows how the linkage between features and functions is presented to the user. A simultaneous configuration of both the feature model and the connected functional architecture is shown in Figure 7.

The concepts realized within the demonstrator have to be completed in the future with respect to data management issues as for example the change management of configurations, feature models and function models. Furthermore, it is planned to allow for more flexibility within the current fixed three tier development methodology.
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Figure 6. Screenshot of the VEIA prototype “v.control” wrt. configuration: Link viewer

Figure 7. Screenshot of the VEIA prototype “v.control” wrt. configuration: Configuration view.
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Abstract

Nowadays, Feature Models (FMs) are one of the most employed modelling language by managing variability in Software Product Lines (SPLs). Another proposed language also in order to managing variability in SPLs is the Orthogonal Variability Model (OVM). Currently, the differences between both languages, FMs and OVM, are not so clear. By considering that a formal language should have a well defined syntax and semantics, some authors had defined syntax and semantics of FMs explicitly. However, in the definition of OVM, its semantic domain and semantic function are not well discussed. Without this clear definition, we could have a misinterpretation when using OVM diagrams. Our aim in this paper is to clarify and better explore the abstract syntax, the semantic domain and the semantic function of OVM, and to emphasize the differences between FMs and OVM concerning such aspects.

1. Introduction and Motivation

Documenting and managing variability is one of the two key properties characterising Software Product Line Engineering (SPL) [7]. Over the past few years, several variability modeling techniques have been developed aiming to support variability management [10]. In this paper we take into account two modelling languages: FMs, that are one of the most popular, and OVM. We want to discuss about the differences between both languages.

FM was proposed for the first time in 1990 and currently it is the mostly used language to model the variability in SPL. This model capture features commonalities and variabilities, represents dependencies between features, and determines combinations of features that are allowed and forbidden in the SPL [4].

OVM is a variability model proposed by Klaus Pohl et al. [7] for managing the variability in the applications in terms of requirements, architecture, components and test artifacts. In an OVM only the variability of the product line is documented. In this model a variation point (VP) documents a variable item, i.e. a system functionality which can vary and a variant (V) documents the possible instances of a variable item. Its main purpose are: (1) to capture the VPs, i.e. those items that vary in an SPL, and (2) to represent Vs, i.e. how the variable items can vary and (3) to determine constraints between Vs, between Vs and VPs and between VPs and VPs.

A fundamental concern, when we want to do a reasoning about a language, is to make it a formal language [4]. In the words of Schobbens et al. [9], “formal semantics is the best way to avoid ambiguities and to start building safe automated reasoning tools for a variety of purposes including verification, transformation, and code generation”. According to Harel and Rumpe [3], a language is formal when it has a well defined syntax (the notation) and a well defined semantics (the meaning).

Nowadays we have a well defined syntax and semantics to FM languages [9], i.e. we can construct FMs without misinterpretation, because we know what is a correct model and what it means exactly. However, if we are working with OVM we are not sure about the correct meaning of these models and also about the real differences between FMs and OVM. This paper focus on doing a review about OVM’s syntax and semantics, which were proposed in the literature, and discuss about the differences between FMs and OVM in order to avoid misunderstanding.

The remainder is organized as follows: Section 2 discusses about the abstract syntax of OVM and compares some of its properties with FMs; Section 3 we comment
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about the OVM’s semantic domain and FM’s semantic domain, and we suggest another semantic domain to OVM; Section 4 we discuss about the OVM’s semantic function and FM’s semantic function; Section 5 presents our conclusions.

1.1. Feature Models (FMs)

The first feature model was proposed in 1990 [5] as part of the method Feature-Oriented Domain Analysis (FODA). Since then, several extensions of FODA have been proposed. A FM represents graphically a product line by means of combinations of features. A FM is composed of two main elements: features and relationships between them. Features are structured in a tree where one of these features is the root. A common graphical notations is depicted in Figure 1.

![Figure 1: Graphical notation for FM](image)

Figure 1: Graphical notation for FM

Figure 2 is an example of feature model inspired by the mobile phone industry. It defines a product line where each product contains two features: Call and Connectivity. Where Call is a mandatory feature and Connectivity is an optional feature. It means that all application that belongs to this SPL must have the feature Call and can have the feature Connectivity. Each product must have at least one of the two types of call, voice or data, because of the relationship OR. If the product has the feature Connectivity, then it must have at least one of the two features, USB or Wifi.

![Figure 2: Example of FM](image)

1.2. Orthogonal Variability Model (OVM)

OVM is a proposal for documenting software product line variability [7]. In an OVM only the variability of the product line is documented. In this model a variation point (VP) documents a variable item and a variant (V) documents the possible instances of a variable item. All VPs are related to at least one V and each V is related to one VP. Both VPs and Vs can be either optional or mandatory (see Figure 3). A mandatory VP must always be bound, i.e, all the product of the product line must have this VP and its Vs must always be chosen. An optional VP does not have to be bound, it may be chosen to a specific product. Always that a VP, mandatory or optional, is bound, its mandatory Vs must be chosen and its optional Vs can, but do not have to be chosen. In OVM, optional variants may be grouped in alternative choices. This group is associated to a cardinality \([\text{min}...\text{max}]\) (see Figure 3). Cardinality determines how many Vs may be chosen in an alternative choice, at least \(\text{min}\) and at most \(\text{max}\) Vs of the group. Figure 3 depicts the graphical notation for OVMs [7, 6].

![Figure 3: Graphical notation for OVM](image)

In OVM, constraints between nodes are defined graphically. A constrain may be defined between Vs, VPs and Vs and VPs and may be an excludes constraint or a requires constraint. The excludes constraint specifies a mutual exclusion, for instance, a variant excludes a optional VP means that if the variant is chosen to a specific product the VP must not be bound, and vice versa. A requires constraint specifies an implication, for instance, a variant requires a optional VP means that always the variant is part of a product, the optional VP must be also part of that product. Figure 4 depicts a example of an OVM inspired by the mobile phone industry.

2. Syntax: abstract and concrete syntax

In graphical languages, such as FMs and OVM, the physical representation of the data is known as concrete syntax. In other words, what the user see, like arrows and squares, is only the concrete syntax. Defining rigid syntactics rules
Table 1: Summary of abstract syntax properties.

<table>
<thead>
<tr>
<th></th>
<th>Nodes</th>
<th>Hierarchical structure</th>
<th>Multiple inheritance</th>
<th>Variation Points</th>
<th>Complex constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>FM (Batory [1])</td>
<td>Features</td>
<td>yes</td>
<td>no</td>
<td>not explicit</td>
<td>yes</td>
</tr>
<tr>
<td>OVM-KP (Klaus Pohl et al. [7])</td>
<td>VPs and Vs</td>
<td>no</td>
<td>yes</td>
<td>Mandatory</td>
<td>no</td>
</tr>
<tr>
<td>OVM-M (Metzger et al. [6])</td>
<td>VPs and Vs</td>
<td>no</td>
<td>no</td>
<td>Mandatory / Optional</td>
<td>no</td>
</tr>
</tbody>
</table>

Figure 4: OVM example: mobile phone product line

in visual languages is a difficult task, for this reason, a common practice is to define a formal semantics of the language based on its abstract syntax. The abstract syntax is a representation of data that is independent of its physical representation and of the machine-internal structures and encodings [4].

The first OVM’s abstract syntax was proposed by Klaus Pohl et al. [7]. The authors proposed a metamodel, which describes what is a well-formed diagram. Later, Metzger et al. [6] proposed an OVM’s abstract syntax which use a mathematical notation to describe a well-formed diagram. In this section we will compare both abstract syntax, underlining the main differences between them. At the same time, we will compare the properties of OVM language with FMs languages according to the abstract syntax. In order to compare both languages we will use the FM proposed by Batory [1], and we will refer to FMs as the proposed in [1].

Table 1 compares some properties about different abstract syntaxes. Each row of this table represents an abstract syntax proposed in the literature. The first one is FM-Batory, which was proposed in [1]. The second is OVM-KP, which was proposed in [7] and the third is OVM-M, proposed in [6]. Each column represents a property of the language. Bellow we describe and comment each one of these properties.

- **Nodes.** We use the term “nodes” to say what a node represents in a graph. For example, in a FM the nodes of the graph are features. It means that each node represents an increment in system functionality. On the other hand, either in OVM-KP or OVM-M, the nodes are VPs (variation points) and Vs (variants), i.e. each functionality of the system that vary is represented by a VP, and each V represents how the VP can vary.

- **Hierarchical structure.** This property states if a graph has a hierarchical structure or not. The FM is represented by a tree and there is one node that is a root. Each node of the tree, with the exception of the root, have one parent. On the other hand, OVM diagrams do not have a hierarchical structure. This diagrams are composed for variation points, which always have child variants. In this diagram there is no a root node, the diagram is composed of a set of VPs with its possible variants.

- **Multiple inheritance.** Happens when a well formed diagram allows a node to have two different parents. The FM does not allow a feature to have more than one parent. When dealing with OVM, this property is defined in two different ways. In Pohl’s abstract syntax the diagram can have variants with different VP parents; however, in the second proposal, a variant can have only one VP parent.

- **Variation Points.** Here we consider if graph nodes represent variation points explicitly. In FM all nodes are features, there is no explicit way to represent variation points. The way that FMs represent the variation points, identified in requirements, is through optional or alternative feature. On the other hand, in OVM, all variable item in an SPL is represented by a specific node called VP. In OVM-KP a VP only can be mandatory, i.e. all products of an SPL share this VP. However, in OVM-M, a VP can be mandatory or optional, i.e. if it is mandatory it will be in all products of the SPL; otherwise if it is optional, it will be only in those products which such VP was bound.

- **Complex constraints.** In both languages, FM and OVM, in addition to diagrams there are constraints that restrict the possible combinations of nodes. In FM we can specify constraints more complex than only excludes and requires. For example, we can write constraints like: \((F \text{ requires } A \text{ or } B \text{ or } C)\), this means F needs features A, B, or C or any combination thereof.
In OVM, only constraints of type excludes and requires can be specified.

3. Semantics: semantic domain

According to Harel and Rumpe a language’s semantics “must provide the meaning of each expression and that meaning must be an element in some well defined and well-understood domain” [3]. In this definition we have two important information about the definition of semantics. First of all the semantics must give a meaning to each element defined in the language’s syntax. Second, to define such meaning we need a well defined and well-understood domain. This domain, called “semantic domain” is an abstraction of reality, in such a way that determine what the language should express.

When we were reviewing the literature we realized that the OVM models are treated like FMs, namely, they represent the same domain. But, what means to represent the same domain? Have they the same semantic domain? According to Batory [1] a FM represents a set of products, and each product is seen as a combination of features. Then, a FM represents all the products of the SPL. By considering this, the semantic domain of a FM is considered a product line [9], i.e. the set of sets of combinations of features \( PP(f) \).

The semantic domain of OVM is also considered a product line [6]. Hence, product line is a set of products and each product is a combination of VPs and Vs, then the semantic domain of OVM is a set of sets of combinations of VPs and Vs, i.e. the \( PP(VP \cup Vs) \).

Until now, the semantic domain of OVM has been considered like in FM, the set of sets of combinations of nodes. But, if in OVM we were interested only in variations, we can consider that the semantic domain of OVM is a set of sets of combinations of only variants. Then, the semantic domain of OVM is a product line and each product is a set of variants, i.e. the set of sets of combinations of variants \( PP(V) \). In this way we consider that each product of the product line has only variants and not variation points. For example, for the model of the Figure 4 the semantic domain is the \( PP(V) \), where \( V \) is the set \{Voice, Data, Wifi, USB\}.

The function that relates \( (\mathcal{L}) \) and \( (\mathcal{S}) \) by giving a meaning to each expression is called semantic function \( (\mathcal{M}) \). Then, \( \mathcal{M} : \mathcal{L} \rightarrow \mathcal{S} \). To every diagram of \( \mathcal{L} \), the function \( \mathcal{M} \) assigns a product line in \( \mathcal{S} \).

Figure 5 gives an illustration of the FM’s semantic function. In this figure we have two different FMs that comply with a FM’s abstract syntax, and we have a semantic function that assigns to each diagram a different product line in the semantic domain \( \mathcal{M}_F : \mathcal{L}_F \rightarrow PL \) where \( PL = PP(f) \), i.e. the power set of set of features. For example, if we have those two diagrams of the Figure 6 (a) and (b), and we apply this semantic function, we will have respectively the product line \( M_F(fm1) \) and \( M_F(fm2) \).

Figure 7 depicts an illustration of the OVM’s semantic function proposed by Metzger et al. [6]. In this figure, each different OVM diagram that comply with the OVM’s abstract syntax are assigned by the semantic function to each product line in the semantic domain. The semantic function is \( M_{OVMM} : \mathcal{L}_{OVMM} \rightarrow PL_v \), where \( PL_v = PP(VP \cup Vs) \). In this case, Metzger et al. define that in OVM a product line is defined like a combination of VPs and Vs. For example, if we have the two diagrams of the Figure 8 (a) and (b), and we apply the semantic function, we will have respectively the product line \( M_{OVMM}(ovm1) \).
and \( M_{OVM-M}(ovm2) \).

\[
\mathcal{L}_{OVM-M} \quad S = PL = PP(VP \cup V)
\]

\( \begin{array}{c}
\text{ovm1} \\
\text{ovm2} \\
\ldots
\end{array} \quad \begin{array}{c}
\text{PL1} \\
\text{PL2} \\
\ldots
\end{array}
\]

\[ M : \mathcal{L} \rightarrow S \]

Figure 7: Semantic function of OVM-M

Figure 8: Concrete syntax of ovm1 (a) and ovm2 (b)

\[
M_{OVM-M}(ovm1) = \{ \{VP1, V1, VP2, V2\}, \{VP1, V1, VP2, V3, V4\}, \{VP1, V1, VP2, V3, VP3, V4\} \}
\]

\[
M_{OVM-M}(ovm2) = \{ \{VP1, V1\}, \{VP1, V1, VP2\}, \{VP1, V1, V2, VP2, V3\}, \{VP1, V1, V2, VP3, V4\} \}
\]

If we consider that a semantic domain of OVM is \( PP(V) \), we have another semantic function. But, as we already have the semantic function to the semantic domain \( PP(VP \cup V) \), we can achieve the semantic domain \( PP(V) \) excluding all VPs of the products. For example, the product line \( M_{OVM-M}(d2) \) would be

\[
M_{OVM-M}(d2) = \{ \{V1\}, \{V1, V2\}, \{V1, V2, V3\}, \{V1, V3\} \}
\]

We can notice that with this semantic domain \( PP(V) \) we have 4 products instead of 6, because two of them are duplicated \( \{V1\} \) and \( \{V1, V2\} \). This happens because of the Optional VP2. When we consider that the VPs are part of the products, and in the model we have an optional VP with an optional child, we will have two products that are the same when implemented. For example, the products \( \{VP1, V1\} \) and \( \{VP1, V1, VP2\} \). In fact the functionality that will be implemented will be \( V1 \), both products are the same.

To discuss about the difference between both OVM’s semantic domain, we will use as an example the equivalence problem discussed in [8]. The equivalent models operation checks whether two models are equivalent. Two models are equivalent if they represent the same set of products [2]. According to OVM-M, if we observe the example depicted in the Figure 9, we can say that both models are equivalent, because they represent the same set of products. In the product of the OVM1, Media is a variation point and in OVM2, Media is a variant. In this example we have considered that the semantic domain of OVM was \( PP(VP \cup V) \), then the models seem to be equivalents because they represent the same set of products: \{Media, MP3, MP4\} = \{MP3, Media, MP4\}.

But, if we consider that the semantic domain of OVM is \( PP(V) \), then the models are not equivalents because they represent different set of products, \{MP3, MP4\} \( \neq \) \{Media, MP4\}.

5. Conclusion and future work

The main contribution of this paper is to go forward in the discussion about the proposal existent in the literature regarding the formalization of OVM. We want to clarify what are the main differences between FMs and OVM to avoid future misinterpretation. There are differences between their abstract syntax like, the sort of nodes, the graph structure, types of information that capture, and the constraint that can be specified. On the other hand, in spite of
their semantic domain is considered the same, i.e a set of sets of combinations of nodes \( \mathcal{PP}(\text{nodes}) \), we consider that should be possible define the semantic domain of OVM as a set of sets of combinations of variants \( \mathcal{PP}(V) \). We think that we need to find out what is the most adequate semantic domain to deal with OVM in order to design a reasoning tool.

We trust that a well understood formal language is the starting point for our future work toward a safe automated reasoning tool for analysis of OVM models. In order to provide this tool, the next step of our work is to specify all the analysis operations that may be applied to OVM and formally define them.
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Abstract

In software product line engineering, feature models enable to automate the generation of product-specific models in conjunction with domain “base models” (e.g. UML models). Two approaches exist: pruning of a large domain model, or merging of model fragments. In this paper, we investigate the impact of the merging approach on base models, and how they are made and used. We adopt an empirical method and test the approach on an example. The results show several challenges in the way model fragments are written, the need for new modelling language constructs and tool support.

1. Introduction

A Software Product Line is “a set of software-intensive systems that share a common, managed set of features satisfying the specific needs of a particular market segment or mission and that are developed from a common set of core assets in a prescribed way” [1]. Software Product Line Engineering (SPLE) is a rapidly emerging software engineering paradigm that institutionalises reuse throughout software development. By adopting SPLE, one expects to benefit from economies of scale and thereby lower the cost but also improve the productivity, time to market and quality of developing software.

Central to the SPLE paradigm is the modelling and management of variability, i.e., “the commonalities and differences in the applications in terms of requirements, architecture, components, and test artefacts” [2]. In order to tackle the complexity of variability management, a number of supporting modelling languages have been proposed.

An increasingly popular family of notations is the one of Feature Diagrams (FD) [3]. FDs are mostly used to model the variability of application “features” at a relatively high level of granularity. Their main purposes are (1) to capture feature commonalities and variabilities, (2) to represent dependencies between features, and (3) to determine combinations of features that are allowed or forbidden in the SPL.

Because FDs can be equipped with a formal semantics [4], they can be integrated into a model-driven engineering approach [5] and used to automatically generate (a set of) models specifying particular products from the product family, the product models. There are two basic approaches to generate product models:

1. a pruning approach where a global domain
model is tailored to a specific product by removing model elements from a feature model configuration (Figure 1);

2. a merging approach where different models or fragments, each specifying a feature, are combined to obtain a complete product model from a feature model configuration (Figure 2).

Our research question can be stated as follows: when specifying static properties of features and generating a product model from a configured feature diagram, what are the challenges faced by the analyst using a merging approach?

The rest of this paper is organised as follows. In Section 2.1, we will give an overview of the techniques proposed in the literature for model pruning, and in Section 2.2 for model merging. In Section 3, our example and the experimental settings will be presented. In the following sections, each identified challenge will be stated and discussed: The problem of synchronising different model fragments will be discussed in Section 4; the absence of variability notation in base models in Section 5; and the determination of the scope of a model fragment in Section 6. Requirements for better tool support will be suggested in Section 7. Section 8 will be devoted to a general discussion of our findings and future works will conclude this paper in Section 9.

2. Two generative approaches

2.1. Feature-based model pruning

Gottschalk et al. [6] favor a pruning approach to deal with dynamic aspects. They propose to configure domain models expressed by workflows (Petri nets). Their pruning algorithm comprises three steps: (1) removing elements that were not selected, (2) cleaning obsolete elements that are now disconnected, (3) check that every element is on a path from workflow input to output. Their approach is however not specific to SPL and does not use feature models.

Czarnecki et al. [7] also use a pruning approach. Each element of an activity diagram is annotated with a presence condition, expressed in terms of features. A FD is used to configure the activity diagram and a “flow analysis” ensures that each element is on a valid path and that the types of object flows are compatible. The same technique is used to configure the associated data model. Schätz [8] proposes a similar although less general approach based on reactive components that combine a domain-specific model (automata, component diagrams and application-specific conceptual model) and a variability model.

2.2. Feature-based model merging

Sabetzadeh et al. [9] use model merging to detect structural inconsistencies. They transform a static model into a graph and then into a relational model, i.e., a textual description of the model. The consistency checks are expressed as a query on this relational model. Model merging is performed with the help of an interconnection diagram, which specifies semantic equivalence groups between model elements from different models. Traceability of model elements is kept along the
way, enabling to identify the origins of a detected inconsistency. In [10, 11, 12], the authors address dynamic models with behavioural matching as well. They provide algorithms and tool support to merge base models. Their work is not targeted on SPLE but, as we will see, is applicable here.

On the other hand, Perrouin et al. [13] specifically target SPLE. They propose to derive a product model by merging UML class diagram fragments. Their approach consists of two steps. First, given a feature model, a set of core assets and composition constraints, they merge model elements (e.g., classes) based on signature matching. The signature of a model element is defined as a set of syntactic properties for the element type, and can be reduced to its name. Second, the merged model can be customised to support additional features that were not included in the product family.

3. Testing Perrouin et al. merging approach

The experiment presented here followed the merging approach by Perrouin et al. [13]. The latter was chosen because it is integrated, model-driven and focused on SPLE. This experiment constitutes a first step towards comparison of the pruning and merging approaches, and further development and improvement of those. The chosen approach do not propose a specific merging algorithm and was complemented with the merging techniques of Sabetzadeh et al. presented in section 2.2.

3.1. The Conference Management System example

Through the rest of the paper we will use the example of a conference management system (ConfMS). A ConfMS is a software system that assists the Organising Committee of a scientific conference in the different phases of the conference organisation: publicise conference information like the Call for Papers, manage the submission and the review of the papers, organise the conference event locally, (i.e. the schedule, the sessions, the rooms), and publish the proceedings.

The IEEE [14] defines a conference as a “major meeting which covers a specialised (vertical) or broad range (horizontal) set of topics (...) The program of a conference is designed to provide maximum opportunity for presentation of high quality papers appropriate to the defined scope of the conference. To this end, a Call for Papers is issued to attract the most qualified presenters possible. Presentations are accepted after appropriate peer review.”

The authors’ knowledge of the ConfMS domain comes from another experiment meant to select and evaluate software [15], leading to the construction of several domain models. Figure 3 presents a feature diagram of such a ConfMS. The constructions used in this diagram are: features (rounded boxes), the usual and-decomposition (edges), optional nodes (hollow circles), xor-decomposition (edges with an arc), a requires constraint (thick arrow) and cardinalities (between curly braces). The features in white concern the review phase of conference organisation, we will specify them with a class diagram and obtain models for different products using the merging technique of Sabetzadeh et al. presented in section 2.2.

The PC Organisation feature represents the hierarchical layout of the programme committee (PC): the presence of a single PC or of multiple PCs (Single PC or One PC per Track) and the presence of a Review Board (RB) that oversees the work of the PC. The Reviewing Process feature describes how the different reviewing steps are laid out in sequence (One Step or Two Steps), if reviewers can delegate their reviews to others (Delegation) or if authors can comment the reviews (Rebuttal). The Review Discussion feature represents the possibility for reviewers to discuss the papers. The Discussion Medium feature represents the different means of discussion (by Meeting or via Electronic forum). The Acceptance feature represents the acceptance decision process for each paper. The list of accepted papers can be decided after discussion (By Discussion) by the PC (Of PC) or by the RB (Of RB), or by the Programme Chair alone (By PCC).

3.2. The experimental settings

The experiment was conducted by the two first authors, both PhD students who are knowledge-
able in UML and feature modelling techniques, during ten eight-hour working days, using only an erasable white board, pens, generic diagramming tools (Poseidon for UML and OmniGraffle) and coffee.

The authors wrote the base class diagram presented in Figure 4, which models the commonalities of all the products of the feature diagram of Figure 3. They then wrote a class diagram fragment to model each sub-feature of the Review feature. The base diagram was completed iteratively by detecting the common model elements in every model fragment.

Although the general framework of Perrouin et al. [13] was followed, the merging algorithm itself used to generate these diagrams was executed manually and based on syntactic name matching inspired by Sabetzadeh et al. [9]. Equivalence groups between model elements are easier to determine in the experimental settings, instead of writing transformations inside Perrouin et al. [13] tool, and gives greater flexibility to test different solutions.

The first product generated by merging model fragments $P_1 = \{\text{Review}; \text{PC Organisation}; \text{Tracks}; \text{Single PC}; \text{Reviewing Process}; \text{One Step}; \text{Acceptance}; \text{By PCC}\}$ suits a small conference or a workshop, where there is a single PC and the acceptance decision is taken by the Programme Chair.

The second product $P_2 = \{\text{Review}; \text{PC Organisation}; \text{Tracks}; \text{Single PC}; \text{Review Board}; \text{Reviewing Process}; \text{Delegation}; \text{One Step}; \text{Rebuttal}; \text{Review Discussion}; \text{Discussion Medium}; \text{Electronic}; \text{Meeting}; \text{Acceptance}; \text{By Discussion}; \text{Of RB}\}$ suits a bigger conference where a Review Board supervises the reviewing of the PC and the decision is taken by this Review Board. The software should provide electronic and live meeting discussion facilities and allow review delegation.

Several challenges surfaced from this experiment, both during domain modelling and during the product model generation. In the next sections, we will detail three of them. Each is illustrated by the problems we faced during the experiment. Each of the following sections is subdivided as follows: firstly, the context in which a challenge appears is explained; secondly, we give specific instances encountered during the experiment, how we tried to overcome the problem and what are the alternatives available in the state of the art; finally,
we try to discuss the remaining issues and suggest improvements.

The order in which the challenges are presented was chosen only to facilitate the reader’s comprehension and do not follow any order of importance or frequency. Those challenges were only selected among others because they had an important impact on the modelling process. Other challenges will be discussed in Section 8.

4. Challenge 1: distributed modelling and the need for synchronisation

4.1. Context: diverging base models

A first model comprising only the common concepts of the ConfMS was drawn. Then each feature was modelled successively. For a larger application however, it is likely that several features will be modelled in parallel. Remarkably, in both cases, the modelling process imposes some synchronisation to update the base models (it is a case of co-evolution of models). The use of a common terminology or, at least, a common understanding between the teams is therefore necessary. Especially since models are coupled and features interact with each other, it is important to achieve some level of agreement to be able to successfully merge the model fragments.

4.2. An instance

The two fragments (F1 and F2) made of a set of interrelated classes shown in Figure 5 describe two different types of discussion. The Review Discussion feature (F1) offers reviewers the possibility to discuss the paper and their review. The By Discussion of Review Board feature (F2) offers to the Review Board the possibility to discuss the acceptance decision of a paper.

F1 and F2 have a common part \((F1 \cap F2)\) and different parts

\[F1 \Delta F2 = (F1 - F2) \cup (F2 - F1)\]

After merging the fragments, the resulting class diagram contains the common parts \((F1 \cap F2)\) and the different parts \((F1 \Delta F2)\). The latter are asso-

---

**Figure 4. Base Class Diagram**
4.3. Discussion

This is a modelling and a methodological problem. We followed an iterative process. That is, we pushed common elements in fragments associated to features higher in the feature tree when they were identified in several fragments. Conversely, we decided that common elements were shared down the feature tree following the feature decomposition relation in FDs. However, a single class can appear in several fragments. When it is concurrently modified, the status of the modifications is unclear. It can represent an undetected commonality or require a refactoring in several fragments if the concepts are actually different. For example, the Discussion Facility feature was identified early on as a common feature, but when the two different types of discussion were later modelled, this feature had to decomposed and the fragments associated to three features had to be modified to avoid confusion during the merging operation if the two discussion features were selected.

One of the proposed solutions is to use an integrated meta-model that blends feature models and base models. It allows to support feature-aware modelling and change propagation, because each model element can be annotated with the feature to which it pertains. Bachmann et al. [16] have suggested an integrated meta-model that can better support this approach. Such model can also simplify the merging algorithm, as Brunet et al. [12] noted. The general problem of detecting common concepts between static models is not new, however. It has been extensively studied in the case of database schema integration [17, 18]. It is also possible to detect this problem earlier by performing a partial merge of model fragments, preferably automatically, in a way similar to Sabetzadeh et al. [9].

5. Challenge 2: when variability notation is necessary in base diagrams

5.1. Context: variation points in base models

A model fragment can be incomplete before the feature model is configured because some model elements depend on specific configuration,
i.e. the selection of certain features. Therefore, variability has to be explicitly modelled in base models, to be later resolved when the product model is generated by merging. More generally, some design decisions cannot be made \textit{a priori} but the information is known when a specific product is built.

5.2. An instance

For example, the fragment associated with the \textit{Review Board} feature is represented in Figure 7. We had to annotate it because a multiplicity was undefined. The multiplicity of the association \textit{oversees} between the classes \textit{Review Board} and \textit{Programme Committee} can vary. This is because it depends on the selection of another feature: one of the two mutually exclusive decompositions of the \textit{Tracks} feature.

5.3. Discussion

Some variability notation is necessary to indicate a decision point in the model, particularly when modelling an optional feature. UML is easily extensible and such information can be represented by UML comments. However, this solution seems to be impractical when the size of the product family increases. The major requirement is for this variability notation to be easily stored, retrieved and interpreted by software during modelling and merging. Several authors have identified this problem.

Pohl et al. [2] do not propose a general technique but use ad-hoc textual or graphical notations when necessary. Gomaa [19] uses UML stereotypes and parameters to annotate common elements and variability in diagrams. Those techniques are not specific to the approach studied here and are not formally defined to enable automation. Czarnecki et al. [7] propose an elegant solution: to attach to certain base model elements a formally defined presence condition expressed in terms of features (selected or not). This approach scatters product family variability information throughout the fragments and risks to defeat the purpose of a separate feature model, although this risk can be mitigated by a good visualisation tool.

6. Challenge 3: to what feature does a fragment belong?

6.1. Context: identification of atomic sets

When modelling a particular feature, the question of what is exactly modelled surfaces frequently. A specific feature with a well defined boundary within the system is easy, but other features are more cross-cutting by nature and the exact impact on the overall system is harder to define. In numerous occasions during the experiment, the authors wanted to be able to share a common model element between fragments, or modify a common element and specialise it. Other fragments were obviously associated to a set of features instead of a single one. Finally some features were more easily modelled in conjunction with others.

6.2. Instance

When a commonality is identified between features that represent a decomposition of a parent feature, the common elements were “pushed up” in the feature tree in the parent feature model fragment. An atomic set [20, 21] is a set of features that always appear together in a product. For example, in Figure 8 the atomic set composed of \textit{Review, PC Organisation, Tracks, Reviewing Process} and \textit{Acceptance} is highlighted. It represents the core of the ConfMS application, so that when a common model element belongs to one of its features, it is in fact added to the model fragment associated with
the whole atomic set.

Another notable group of features in Figure 8 is related to the Discussion Facility feature. As seen in Section 4, it is easier to model it in conjunction with the two features that require it. Although they do not form an atomic set, it is actually easier to include them in the scope of the model fragment associated with Discussion Facility.

6.3. Discussion

To alleviate this problem, and because the size of the domain model was moderate, we iteratively checked each completed fragment with the others, and tried to merge it to detect possible inconsistencies in advance. This solution, if not directly related to SPLE, was inspired by [9]. But the modelling of fragments also had an impact on the feature model: the discovery of possible ambiguity led to the modification of the FD and to reconsider the commonality of the product line, such as with the Discussion feature. These questions are mainly methodological and, although related to other domain modelling problems, specific to the merging approach. As far as we could observe, they are not yet covered in the literature. Concerning the merging algorithm, if model fragments are associated to sets of features instead of individual features, it will decrease the computational complexity for this, as well as for other automations (e.g. generation of all products or checking satisfiability).

7. Towards tool support

From the three challenges presented above, we can list several functionalities that would significantly improve the modelling of model fragments in a CASE tool supporting the approach: (1) an integrated meta-model encompassing feature model and base models; (2) the possibility to associate variability information in the form of presence conditions (boolean expressions on features) to every model element; (3) the identification of atomic sets and common features; (4) the possibility to associate model fragments to atomic sets and common features; (5) the sharing of common model elements in the relevant model fragments; (6) the specialisation of common elements into feature-specific fragments; (7) conversely, the factorisation (up in the feature tree) of common model elements identified along the modelling process; (8) an advanced visualisation engine that can selectively display the fragments associated to some features and the condition in which these fragments will appear in a product.

Some functionalities would also improve the merging operation: (1) a formally defined and machine-readable presence condition language; (2) traceability information between features and model elements; (3) a partial merge algorithm to detect common model elements or possible merging inconsistencies in advance.

8. General discussion

There are several threats to the validity of this study: the size of the example is moderate and some problems that would appear in bigger models may not be noticeable here; the experiment was performed manually (except for generic diagramming tools) due to the lack of a proper integrated tool supporting the approach. Although the researchers who carried out the experiment were trained in modelling with FD and class diagrams, this was the first time they used those languages in an integrated fashion. Hence, some challenges might have been emphasised by their lack of experience. However, such challenges would still be valuable to pinpoint because they highlight issues to be addressed when training new modellers to this integrated way of modelling. These challenges are likely to remain relevant for bigger products and families, due to the increased complexity of the modelling process execution (more products) and of the products themselves (more features).

The problems we have identified can be classified in three categories: (1) semantic, (2) methodological and (3) practical problems. The first category comes from the particular status of model fragments. They can express a limited amount of information, be incomplete, or even be syntactically incorrect and therefore, strictly speaking, meaningless but have an impact on the semantics of a product. The second category comes from
the iterative and distributed nature of the process. Although feature modelling supports the separation of concerns, some synchronisation between the different model fragments is necessary from time to time, which requires to keep a view on the whole system and all of its variants, or locally on some set of features, which helps to inform particular design decisions. Finally, better tool support is necessary to ensure that the model fragments remain syntactically and semantically consistent with each other.

There are also advantages to such a merging approach. The ability to work on a subset of the features reduces the complexity of the problem, especially if it is highly decomposable, that is when features are interacting through a small and precisely defined interface. This approach can be partially supported by a tool. For static aspects, a simple name matching algorithm appears to cover most needs.

9. Conclusion & future works

We have reported three challenges that we faced during a modelling experiment. The first challenge was the lack of methodology to ease the co-evolution of model fragments, when common model elements are identified and factored, or a new understanding of the domain requires to specialise a common model element in different ways. The second challenge was the lack of variability notation in base models and the difficulty to separate the variability information from the domain model. The third challenge was difficulty to define the scope of a model fragment, that is to determine what set of features it describes. From this experiment, requirements for a better tool support were suggested.

In the future, we intend to compare the merging approach with the pruning approach. We also want to extend this experiment to the dynamic ( behavioural) aspects of the base models. Finally, we hope to improve tool support by implementing the suggested functionalities and provide methodological guidelines.

Acknowledgements

The research reported here was partly funded by the MoVES Interuniversity Attraction Poles Programme, Belgium – Belgian Science Policy.

This work was also funded in part by the Actions de Recherche Concertées - Ministère de la Communauté française - Direction générale de
l’Enseignement non obligatoire et de la Recherche scientifique.

References


Benchmarking on the Automated Analyses of Feature Models:
A Preliminary Roadmap *

Sergio Segura and Antonio Ruiz-Cortés
Department of Computer Languages and Systems
University of Seville
Av Reina Mercedes S/N, 41012 Sevilla, Spain
{sergiosegura, aruiz} AT us.es

Abstract
The automated analysis of Feature Models (FMs) is becoming a well-established discipline. New analysis operations, tools and techniques are rapidly proliferating in this context. However, the lack of standard mechanisms to evaluate and compare the performance of different solutions is starting to hinder the progress of this community. To address this situation, we propose the creation of a benchmark for the automated analyses of FMs. This benchmark would enable the objective and repeatable comparison of tools and techniques as well as promoting collaboration among the members of the discipline. Creating a benchmark requires a community to share a common view of the problem faced and come to agreement about a number of issues related to the design, distribution and usage of the benchmark. In this paper, we take a first step toward that direction. In particular, we first describe the main issues to be addressed for the successful development and maintenance of the benchmark. Then, we propose a preliminary research agenda setting milestones and clarifying the types of contributions expected from the community.

1. Motivation
The automated analysis of feature models consists on the computer-aided extraction of information from feature models. This extraction is performed by means of analysis operations. Typical operations of analysis allow finding out whether a feature model is void (i.e. it represents no products), whether it contains errors (e.g. feature that cannot be part of any products) or what is the number of products of the software product line represented by the model. A wide range of analysis operations and approaches to automate them have been reported [5, 7].

Recent workshops [6] and publications [8, 11, 19, 21, 25, 26] reflect an increasing concern to evaluate and compare the performance of different solutions in the context of automated analyses of feature models. However, the lack of standard problems to perform these empirical tests often difficult getting rigorous conclusions widely accepted by the community. Experiments in this context are mainly ad-hoc and not public and subsequently not repeatable by other researchers. Thus, performance conclusions are rarely rigorous and verifiable. As a result, these conclusions can barely be used to guide further research hindering the progress of the different solutions and, in general, of the whole discipline.

A benchmark is a test (a.k.a. test problem) or set of tests used to compare the performance of alternative tools or techniques [22]. Benchmarks have contributed to the progress of many disciplines along the years providing a level playing field for the objective and repeatable comparison of solutions. From a technical standpoint, the usage of benchmarks leads to a rigorous examination of performance results. From these results, the strengths and weaknesses of each proposal are highlighted helping researchers to improve their solutions and identify new research directions. From a social standpoint, benchmarks promote the collaboration and communication among different researchers. As a result, these become more aware of the work carried out by their colleagues and collaborations among researchers with similar interests emerge naturally.

Developing a benchmark for the automated analyses of feature models could contribute to the progress of the discipline, both at the technical and the social level. This was one of the main conclusions of the first workshop on Analysis of Software Product Lines (ASPL, [6]). There, a number of attendants agreed on the need for a benchmark (i.e. set
of standard feature models) to evaluate our solutions in rigorous and widely accepted way.

Creating a benchmark requires a community to share a common view of the problem faced and come to agreement about a number of issues related to the design, distribution and usage of the benchmark. In this paper, we take a first step toward that direction. In particular, we first describe the main issues to be addressed for the successful development and maintenance of the benchmark. Then, we propose a preliminary research agenda setting milestones and clarifying the types of contributions expected from the community.

The remainder of this paper is structured as follows. In Section 2 we detail the open issues to be addressed for the successful introduction of a benchmark in the community of automated analyses of feature models. Section 3 presents a preliminary research agenda for the development and maintenance of the benchmark. Finally, we summarize our conclusions in Section 4.

2. Open issues

We identify a number of open issues to be addressed for the successful introduction of a benchmark in the community of automated analyses of feature models. Next, we describe them.

2.1. Are we ready for it?

Sim et al. [22] draw attention to two preconditions that should exist in order to be success when introducing a benchmark into a research community.

The first precondition requires a minimum level of maturity in the discipline. As evidence that this minimum level has been reached, a sufficient number of different proposals to be evaluated using the benchmarks should be already available. This would provide some guarantee of the future interest of the community in the benchmark. This is a relevant condition since the effort needed to introduce a benchmark into a discipline is significant [17, 22, 24]. The community should have a strong commitment to participate actively on its development and maintenance, e.g. proposing new test problems regularly.

The second precondition point out the need for an active collaboration among researchers. These should be well-disposed to work together to solve common problems. According to Sim, these collaborations help researchers to gain familiarity and experience creating a community more receptive to the results and consequently more likely to use the benchmark. Some evidences of the willingness to collaborate may be deduced from previous collaboration between the members of the community, e.g. multi-author publications.

A number of evidences suggest that these two conditions already exist in the domain of automated analyses of feature models. In the context of maturity, existing surveys [5, 7] reflect that a sufficient number of proposals to be evaluated using the benchmark are already available. Additionally, an increasing concern to evaluate and compare the performance of tools and techniques is detected in recent publications [8, 11, 19, 21, 25, 26]. In the context of collaboration, recent workshops [6] and multi-authors publications such as [4] or [25] (best paper award at SPLC’08) also suggest that the community is ready to incur in the development of a benchmark. Despite this, we consider that the introduction of a benchmark must be still further debated by the community in order to find out the level of interest and commitment of its members to participate on it.

2.2. Agreeing a format

Reaching a consensus on a language to specify test problems is a key point for a benchmark being accepted by the community. To this end, the semantic, abstract and concrete syntax of the language should be carefully studied. The semantic should be well defined to avoid ambiguity and redundancies in the specification of the problems. The abstract syntax should be flexible enough to enable the usage of the benchmark with tools and techniques using different notations. Finally, the concrete syntax should be as simple as possible to simplify its understanding and manipulation.

For the semantic and abstract syntax of the language, an overview of the available papers surveying feature modelling notations would be desirable. A good starting point could be the work of Schobbens et al. [20]. In their work, the authors survey a number of feature diagram notations and study some of their formal properties. As a result, they propose a new feature diagram language, VFDs (Varied Feature Diagrams), embedding all other variants.

For the concrete syntax, that is, the specific format used to represent and distribute the problems, we foresee two main options: plain text and XML. These appear to be the most popular input formats used in the existing feature model analyses tools. An example of tool using plain text is the Ahead Tool Suite\(^1\) in which feature models are represented as grammars. Some examples of tools using XML are the Feature Model Plug-in\(^2\), the FAMA framework\(^3\) and Pure::Variants\(^4\). For the selection of one format or another, advantages and drawbacks of each option should be evaluated and debated. On the one hand, plain text formats tend to be shorter than XML documents and usually more suitable to be written by human beings. On the other hand,\(^5\)

\(^1\)http://www.cs.utexas.edu/users/schwartz/ATS.html
\(^2\)http://gp.uwaterloo.ca/fmp/
\(^3\)http://www.isa.us.es/fama/
\(^4\)http://www.pure-systems.com/
XML is a widely extended mechanism to exchange information easy to be defined (e.g. XML schema) and parsed.

A review of the formats used in related software benchmarks could also be helpful to support a decision. In a first outlook to these benchmarks we noticed that plain text seems to be the preferred format especially on those benchmarks related to mathematical problems. Some examples are the DIMACS CNF format [1] for satisfiability problems, the MPS format [2] for linear programming or the AMPLE format [10] for linear and nonlinear optimization problems. We also found some related benchmark dealing with XML format such as GXL [12], introduced in the context of reverse engineering, or XCSP [3] for constraint programming.

Finally, feature modelling community could also benefit from the lessons learned in other domains when selecting a format. We found in XCSP an interesting case of this. In the current version of the format (i.e. 2.1), released in January 2008 for the Third International CSP Solver Competition5, the authors felt the need to distinguish between two variants of the format: a ‘fully-tagged’ representation and a ‘abridged’ one. According to the authors, the tagged notation is ‘suitable for using generic XML tools but is more verbose and more tedious to write for a human being’ meanwhile the abridged notation ‘is easier to read and write for a human being, but less suitable for generic XML tools’. As a negative consequence of this, authors of XCSP must now provide up-to-date support for two different formats which include updating documentation, parsers, tools to convert from one representation to another, etc. Studying the synergies between XCSP and our future benchmark format could help us to predict whether we could find the same problem using XML. Reporting similar lessons learned in other domains would be highly desirable for supporting a decision.

### 2.3. Selection of test problems

The design of test problems is recognized as one of the most difficult and controversial steps during the development of a benchmark [22, 24]. Walter Tichy advises:

‘The most subjective and therefore weakest part of a benchmark test is the benchmark’s composition. Everything else, if properly documented, can be checked by the skeptic. Hence, benchmark composition is always hotly debated.’ [24] (page 36)

These test problems should be representative of the real problems to be solved by the tool or technique under test. As discussed in [9, 14], there are essentially three sources of test problems: those which arise in real scenarios, those that are specifically developed to exercise a particular aspect of the tool or technique under test and randomly generated ones. There is not a consensus about the criteria for the selection of one type or another [14]. In practice, researchers from different research disciplines usually adopt a pattern of use. There exist well-documented deficiencies of each alternative. In the case of specific collection of problems, Jackson et al. [14] summarizes them as follows:

- The test set is usually small compared with the total set of potential test problems.
- The problems are commonly small and regular. There may exist large-scale problems but they are often not distributed because it is difficult and time-consuming.
- Problems may have similar properties. As a result of this, some of the features of the tool or technique could be not exercised.
- Optimizing a technique or tool for a set of test problems may not provide ideal performance in other settings.

Randomly generated problems overcome some of the drawbacks detailed previously but also attract other negative opinions. In particular, these critics focus on the lack of realism of those problems and the systematic structures that sometimes may appear on them.

Two main types of problems are reported in the context of feature models: invented and randomly generated ones. One the one hand, invented feature models are usually small and regular. They are used for research purposes but they rarely can be used to showcase the performance of a tool or technique. On the other hand, randomly generated ones are more adequate to check the performance of tools but they do not represent real problems and rarely can be replicated by other researchers. There exist references in the literature to software product lines with thousand of features [23] (page 32) but to the best of our knowledge associated feature models are not available. We presume this may due to the effort required to distribute them or to confidentiality issues.

Different types of contribution would be welcome by the community of automated analyses of feature models in the context of a benchmark. Firstly, feature models from real scenarios are highly desirable to both studying their properties and using them as motivating inputs for the tools and techniques under evaluation. Notice that these feature models could include not only feature models from industry but also feature models extracted from OS projects (e.g. [13, 16]). Secondly, collection of problems published in the literature would be helpful since they represent widely accepted problems by the community. Finally, random feature models will be needed to evaluate the performance of tools and techniques dealing with large-scale problems. Regardless the type of problem proposed, this should be clearly

---

5http://cpai.ucc.ie/
justified by stating what characteristics make it a good test problem and what it is hoped to learn as a result of running it.

2.4. Benchmark development

The key principle underlying the benchmark development is that it must be a community effort [22, 24]. Members of the discipline should participate actively in the development and maintenance of the benchmark through a number of tasks. Some of these are:

- Agreeing a format for the test problems.
- Design and publication of test problems.
- Usage of the benchmark and publication of results.
- Regular submission of new test problems.
- Report errors or possible improvements in the format or existing test problems.

Note that continued evolution of the benchmark is required to prevent users from optimizing their tools or techniques for a specific set of test problems.

Based on their experience, Sim et al. [22] attributes the success of a benchmark development process to three factors, namely:

- ‘The effort must be lead by a small number of champions’. This small group of people should be responsible of keeping the project alive and will be commonly in charge of organizing and coordinating activities to promote discussion among the members of the community.
- ‘Design decisions for the benchmark need to be supported by laboratory work’. Some experiments may be needed to show the effectiveness of a solution and to support decisions.
- ‘The benchmark must be developed by consensus’. To this end, it is necessary to promote the discussion of the members of the community in many formats as possible. Some options are workshops, conferences, mailing lists, discussion forums, Request for Comments (RFC), etc. In this context, Sim point at face-to-face meeting in conferences and workshops as the most effective method.

For the successful development of a benchmark, community should be aware of how they can contribute. To this end, detailed information about the different tasks to be carried out and the effort required for each of them would be highly desirable. This paper pretend to be a first contribution in that direction (see Section 3).

2.5. Support infrastructure

Successful benchmarks are commonly provided together with a set of tools and mechanism to support its usage and improvement. Some examples are mailing list to enable discussion among users, test problems generators, parsers, documentation, etc. These contributions are welcome at any time but they are especially appealing during the release of the benchmark in order to promote its usage within the community. Participating at this level may required an important effort from the community but it also may appear as good opportunity to come in contact with other researchers working in similar topics.

Contributions from the community of feature models in any of these forms (i.e. generators, parsers, etc.) will be greatly welcome.

2.6. Using the benchmark

Performing experiments and reporting its results is not a trivial task. The analysis, presentation and interpretation of these results should be rigorous in order to be widely accepted by the community. To assist in this process, a number of guidelines for reporting empirical results are available in the literature. Some good examples can be found in the areas of mathematical software [9, 14] and software engineering [15, 18].

At the analysis level, aspects such as the statistic mechanisms used, the treatment of outliers or the application of quality control procedures to verify the results should be carefully studied.

A number of considerations should also be taken into account when presenting results. As an example, Kitchenham et al. [18] suggest a number of general recommendations in the context of experiments in software engineering. These include providing appropriate descriptive statistics (e.g. present numerator and denominator for percentages) or making a good usage of graphics (e.g. avoid using pie charts).

Finally, the interpretation of results should also follow some well-defined criteria and address different aspects. These may include describing inferences drawn from the data to more general conditions and limitations of the study.

Contributions for the correct usage of the benchmark in the context of automated analyses of feature models would be helpful. These may include guidelines and recommendations about how to get (e.g. useful measures), analyse (e.g. adequate statistics packages), present (e.g. suitable graphs) and interpret (e.g. predictive models) the benchmark results.
3. Preliminary roadmap

Based on the open issues introduced in previous sections, we propose a preliminary roadmap for the development of a benchmark for the automated analyses of feature models. In particular, we first clarify the types of contributions expected from the community. Then, we propose a research agenda.

3.1. Types of contributors

The main goal of this section is to clarify the ways in which the community can contribute to the development and usage of the benchmark. To this end, we propose dividing up the members of the discipline interested in the benchmark into three groups according to their level of involvement in it, namely:

- **Users.** This group will be composed of the members of the discipline interested exclusively in the usage of the benchmark and the publication of performance results. Exceptionally, they will also inform about bugs in the test problems and tools related to the benchmark.

- **Developers.** This group will be composed of members of the community interested in collaborating in the development of the benchmark. In addition to the tasks expected from users, the contributions from this group include:
  - Designing and maintaining new test problems
  - Proposing guidelines and recommendations for an appropriate usage of the benchmark.
  - Developing tools and/or documentation, e.g. test problem generators.

- **Administrators.** These will be the ‘champions’ in charge of most part of the work. This group will be composed of a few researchers from one or more laboratories. In addition to the tasks associated to the users and developers, the contributions expected from this group include:
  - Organizing and coordinating activities to promote discussion (e.g. performance competitions).
  - Proposing a format to be accepted by the community.
  - Publication of test problems.
  - Setting mechanisms to promote contributions from the community, e.g. template for submitting new test problems

3.2. Research agenda

We identify a number of tasks to be carried out for the development and maintenance of a successful benchmark for the automated analyses of feature models. Figure 1 depicts a simplified process model illustrating these tasks using BPMN\(^6\) notation. Rectangles depict tasks (T-X) and diamond shapes represent decisions (D-X). For the sake of simplicity, we distinguish three group of tasks: those carried out by the community (i.e. administrators, developers and users of the benchmark), those performed by the administrators and those tasks accomplished by both administrators and developers.

As a preliminary step, community of automated analyses of feature models should evaluate whether we are ready to incur in the development of a benchmark (T-01). As discussed in Section 2.1, we consider this discipline is mature enough and has the necessary culture of collaboration to start working on it. However, we still consider that a noticeable interest from the members of the discipline to participate either in the development or the usage of the benchmark should be detected. If this precondition is not met (D-01), it does not mean the benchmark cannot be used. Rather, it means that some actions should be then carried out to establish this precondition. In this context, Sim suggests waiting for more research results and planning activities to promote collaboration among researchers (T-02).

Once the community agrees on the need for a benchmark, the design of a format for the test problems should be the first step (T-03). This should be proposed by the administrators and approved by a substantial part of the community (D-02). It should be presented in a standard format such a technical report and include a versioning system to keep record of its evolution. Note that several attempts (i.e. versions) could be needed until reaching a wide consensus.

Once an accepted format is available, an initial set of test problems (T-04) and support tools (T-05) should be released by administrators. At the very least, we consider these should include a parser for the test problems and platform to publish the material related to the benchmark (e.g. FTP site). At this point, the benchmark would already be fully usable.

Finally, a number of contributions from the community for the maintenance and improvement of the benchmark would be expected. These include i) Using the benchmark and publishing the results (T-06), ii) Reporting bug and suggestions (T-07), iii) Organizing activities to promote discussion among the members of the community (T-08), iv) Proposing new test problems (T-09), v) Developing tools and documentation (T-10), and vi) Providing guidelines and recommendations for an appropriate usage of the benchmark (T-11).

\(^6\)http://www.bpmn.org/
4. Conclusions

The introduction of a benchmark for the automated analyses of feature models could contribute to the progress of the discipline by providing a set of standard mechanisms for the objective and repeatable comparison of solutions. A key principle underlying the creation a benchmark is that it must be a community effort developed by consensus. To this end, members of the discipline should first share a common view of the problem faced and the tasks to be carried out for its development. This is the main contribution of this paper. In particular, we first described the open issues to be addressed for the successful introduction of a benchmark for the automated analyses of feature models. Then, we proposed a preliminary roadmap clarifying the types of contributions expected from the community and the main steps to be taken. To the best of knowledge, this is the first contribution in the context of benchmarking on the automated analyses of feature models.
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Abstract

In the automated analysis of feature models (AAFM), many operations have been defined to extract relevant information to be used on decision making. Most of the proposals rely on logics to give solution to different operations. This extraction of knowledge using logics is known as deductive reasoning. One of the most useful operations are explanations that provide the reasons why some other operations find no solution. However, explanations do not use deductive but abductive reasoning, a kind of reasoning that allows to obtain conjectures why things happen. As a first contribution we differentiate between deductive and abductive reasoning and show how this difference affect to AAFM. Secondly, we broaden the concept of explanations relying on abductive reasoning and show how this difference affect to AAFM. Secondly, we broaden the concept of explanations relying on abductive reasoning, applying them even when we obtain a positive response from other operations. Lastly, we propose a catalog of operations that use abduction to provide useful information.

1. Introduction

The automated analysis of feature models (AAFM) intends to extract relevant information from feature models (FM) to assist on decision making and even to produce design models or code. The general process that most of the works propose to deal with automated analysis is transforming a FM into a logic paradigm and solving declaratively the problem. We have noticed that most of the proposed operations use deductive reasoning techniques to extract such an information. The way deductive reasoning works is obtaining objective conclusions from its knowledge base (KB) making explicit an implicit information.

But in some situations, it may be interesting not only obtaining conclusions but knowing the reasons why that conclusion is inferred. For example, if we find an error in a FM such as a dead feature we must be interested in the relationships that make this error appearing. So we can use this information to assist on error repairing. In case we are searching for the cheapest product to be produced in a family and we obtain a specific product, we may be searching for the relationships and criteria that have been taken into account. This transverse operation is commonly known in FM analysis community as explanation and may be used in conjunction with any deductive operation.

These two examples, remarks the automated analysis as a two-step process, where an information is extracted from a FM firstly by means of deductive reasoning, and just in case we are interested in obtaining further information, we may ask for the reasons why we have obtained such an information using abductive reasoning. As a first contribution of this paper we remark this difference, distinguishing between two kinds of operations: deductive operations, that use deductive reasoning to reach for a result; and explanatory or abductive operations, which use abductive reasoning to explain a result obtained from a deductive operation (see Figure 1). As a consequence, we have observed that most of the proposed operations in automated analysis are deductive operations, and abductive operations have only been proposed to solve particular problems such as obtaining explanations for void FMs and dead features. Therefore, and as a second contribution, we propose a catalog of abductive operations that broadens their field of action to be applied to the results of any deductive operation.

One of the main contributions in [2] is proposing a general transformation from a FM into many logic paradigm or solver such as Constraint Satisfaction Problems (CSP), satisfiability problems or Binary Decision Diagrams (BDD) by means of a formal description of the problem in the so called FAMA Theoretical Framework. However, his proposal was centered in deductive reasoning and explanations were proposed as an operation that did not fit into his de-
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In the works where logics are used to give a response to those operations, they use a common way of reasoning called deduction. Informally speaking, Deduction makes explicit an implicit information in a theory. It means that the only information that may be extracted from a model is the one that is modeled, and what we are doing when reasoning deductively about a FM is making explicit a hard-to-see information. For example, if we select feature A in the FM in Figure 2, deductive reasoning may reach the conclusion that

2.2 Explanations in Feature Models

The need of explanations were firstly detected by Kang
et al. [6] to determine the reasons why a FM is void. In
this work, Prolog was proposed to model and explain void FMs if it were the case. Batory proposed in [1] using Logic Truth Maintenance Systems (LTMS) to explain why a configuration is not valid. Sun et al. [10] use Alloy Analyzer, a model checking tool based on first-order logic, to detect the sources of void FMs. Wang et al. [14] propose using description logic and RACER tool to deal with dead features and void FMs. Trinidad et al. describe in [13, 11] the errors explanation problem in terms of theory of diagnosis[9], dealing with different kinds of error. They propose a framework where different implementations were accepted and gave details about using constraint satisfaction optimization problems (CSOP) to deal with them. White et al. [15] proposed using CSOP to deal with invalid configurations.

Notice that the techniques proposed to search for explanations are different from those proposed to deal with deductive reasoning. Moreover, most of the proposals that deal with explanations focus on error analysis. We already presented in [11] a framework to deal with errors relying in diagnostic reasoning which is a particular application of abductive reasoning as we will remark in next Section.

2.3 Catalog of Deductive Operations

There are two main works [4, 2] that have summarized
the state of the art in the automated analysis of FMs. Both
of them present an exhaustive survey of the operations that have been proposed in the most relevant works.

• Determining if a product, feature model or configuration is valid.
• Counting and obtaining all the products.
• Calculating a feature commonality and variability and determining the core and variant features.
• Filtering and searching for optimal products.
• Dead and false-optional features and wrong-cardinalities detection.
• Explanations and error correction.
• Model transformations such as simplification and merging.
A more detailed list of deductive operations may be seen in Table 1. All the above operations are deductive ones but explanations and error correction which are abductive operations. Properly speaking, model transformations are not explanations and error correction which are abductive operations. Next Sections we analyse the structure of abductive reasoning and refine the explanation operation to provide into a wider set of abductive operations.

3. Abductive Reasoning in a Nutshell

Most of the applications that use logics commonly use deductive reasoning or deduction. In deductive reasoning we have a conception of our relevant world that is synthesized within a Knowledge Base (KB). A KB is composed by a set of facts that are accepted to be true. For example, a FM will be the KB in automated analysis. The objective of deduction is concluding a set of consequences from a KB.

In many contexts, the available information is incomplete or imprecise, normally due to the inability or difficulty of explicitly capturing all the knowledge in a KB. In classical logic, a proposition may be true or false. Anything that is not known or may be inferred is considered to be false in what is called the Closed World Assumption (CWA)[8]. However, when incomplete knowledge appears, we also consider a third state where a proposition is not known to be true or false. Here is where default rules or hypotheses appear. A hypothesis may be considered to be true whenever we have no clue that it is false. However, it makes that a conclusion that we infer from our KB based on hypotheses must be invalidated when new knowledge contradicting the hypothesis appears.

So we need a framework to represent an incomplete knowledge, distinguishing between:

- **Facts (F)**: the knowledge that we certainly know to be true. It is a set \( \{ f_1, \ldots, f_n \} \) of formulas that must be consistent.
- **Default Rules or Hypotheses (H)**: A set \( \{ h_1, \ldots, h_m \} \) of formulas which subsets can be assumed to be true if they are consistent together with the set of facts.

With this structure, for a set of facts and a set of hypothesis, we may have different possible scenarios \( S \) each of them taking into account a different and valid subset of hypothesis (\( S \subseteq H \)) consistent with the facts \( F \).

A way to exploit this framework is called abductive reasoning or simply abduction. The objective of abduction is searching for the scenarios that may explain an observed situation or behaviour in the world. An observed behaviour or observation (obs) may be for example a measurement in a physical system or a conclusion obtained using deductive reasoning, and is described as a set of formulas. Rigorously speaking, an scenario \( S \) is an explanation to an observation \( \text{obs} \) iff \( S \) cannot be entailed to be false from \( F \) and \( F \cup S \) entails the observation, i.e.

\[
F \cup S \models \text{obs}
\]

\[
F \not\models \neg \text{obs}
\]

3.1 Minimalistic Reasoning

From the above definition, we may obtain more than one explanation to an observation so abduction is a non-deterministic problem. In most of the cases, we need a criterion to choose the most suitable explanation and minimalistic reasoning may help on this issue.

Minimalistic reasoning relies on the principle that we normally are not interested in all the explanations but in the best explanation. To determine the best explanation, we may apply different criteria, but the most typical one is taking the succinctest explanation in what is commonly known as the Occam’s razor principle or parsimony law.

Here is where the concept of minimal explanation implements the parsimony law. An explanation \( E \) is minimal iff for no subset \( E' \subset E \), \( E' \) is an explanation. Therefore, in a problem we will obtain two explanations for an observation \( \{ h_1, h_2 \} \) and \( \{ h_3 \} \) if neither \( \{ h_1 \} \) nor \( \{ h_2 \} \) are able to
explain the observation. It means that \( \{h_1, h_2, h_3\} \) may be an explanation but it is removed for the sake of simplicity. A similar but not equivalent criterion to be considered will be choosing the explanations is taking the smallest explanations in terms of the number of hypotheses that are considered. Following this criterion, \( \{h_1, h_2\} \) will be removed as an observation since its size is bigger than \( \{h_3\} \).

3.2 Diagnosis

A diagnosis problem is one of the main applications of abductive reasoning. Its objective is determining the components that are failing in a system. Diagnosis is widely applied to determine the components that are failing in a circuit and diagnosing diseases in patients from their symptom. To deal with diagnosis problems, one of the most common frameworks is Reiter’s Theory of diagnosis[9]. Reiter describes a system in terms of the expected behaviour of its components and how they are linked. Optionally, a description of how a component may fail may be introduced in what is called a fault model. Errors are detected by means of observations to the system behaviour and comparing them to its expected behaviour. If expected and real behaviours are different, an error is detected. In other terms, let us represent a system as a set of formulas \( F \) and let an observation \( obs \) be another set of formulas. An error is detected iff:

\[
F \cup obs \models \bot, \text{ or } F \not\models obs
\]

Therefore, error may be detected using deductive reasoning, as we are searching for consequences of adding \( obs \) to our knowledge. If we intend to go further and explain the reasons why errors happen we face up an abduction problem. As we may observe below, diagnosis problems perfectly fit into the abductive reasoning structure, since:

- The set of facts is the description of the system behaviour, describing both normal and abnormal behaviour of components.
- The set of hypotheses is composed by formulas that represent the normal and abnormal behaviour of each component.
- Observations are provided to obtain explanations to the errors that have been previously detected using deduction.

Therefore, using abductive reasoning we obtain a set of minimal explanations, where an explanation for an error is a list of components that are failing and a list of those that must behave correctly.

Summarizing, a diagnosis problem is an abduction problem where the only available hypothesis are those indicating the normal or abnormal behaviour of components.

3.3 Abduction, Deduction and Automated Analysis

Many operations have been proposed for the AAFM. Most of them are deductive operations since their objective is obtaining conclusions from a logic representation of a FM. However, there is a set of explanatory operations that have been solved using abductive reasoning techniques. As far as we are concerned, there has been no effort to remark this difference. So it is our intention to shed light on the difference between abductive and deductive reasoning so it could be applied in automated analysis.

Figure 3 summarizes our conception of the automated analysis when deductive and abductive operations are distinguished. In deductive operations, we are able to obtain conclusions (or the absence of them) from a FM logical representation that allows deductive reasoning. For abductive operations, we are interested in obtaining explanations from the results or conclusions obtained from a deductive operation. In this case, FMs are represented using logics that distinguish between facts and hypotheses. Deductive and abductive operations use different solvers or reasoners, choosing the most suitable for each kind of operation to be performed.

Next Section, we propose a catalog of abductive operations, and as we will expose later in Section 5, it will be a task of our future work to explain in details the translation of FMs to abductive logics and the solution using different techniques or solvers.

4. Operations Catalog

We present a catalog of operations for the abductive reasoning on FMs. These operations are executed just after a deductive operation. The catalog we present here is inspired by Benavides’ [2] catalog of operations. We have selected its deductive operations and some others that have been proposed lately. For each deductive operation, we propose "why?" and "why not?" abductive questions. "Why?" questions are asked when a deductive operation has a solution. "Why not?" questions intend to find an answer for a deductive operation that has no solution. Small examples are provided to illustrate their usage.

4.1 Why? questions

A "Why?" question intends to explain the result obtained from a deductive operation. It is important to remark that in this case, deductive reasoning is able to obtain a result, but we would also like to know the reason why that result is inferred. We have found four relevant questions of this kind:
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Operation 1. Why is it a variant feature? This operation is executed to extend the information obtained from the "retrieving the variant features" deductive operation. In this scenario, we want to obtain the relationships that are becoming a feature variant. Considering the example in Figure 4(a), if we want to determine the relationships that make feature D being variant we have to obtain a justification that concludes that we are able to remove that feature in a configuration. For the example, we will obtain \{R_2\} and \{R_3\} as two explanations to our question.

Operation 2. Why is it a core feature? The deductive operation "Retrieving the core features" lists the features that appear in every product or core features. This operation provides the relationships that makes one of those features belong to the core. Considering the example in Figure 4(b), all the features in the FM are core features. We expect C to be a variant feature since it is linked to the root by an optional relationship. "Why is it a core feature?" operation will highlight R4 and R1 relationships as a justification for C being a core feature.

We have seen how this operation and the previous one are applied to obtain more information from core and variant features. We must notice that we may also use both of them when we calculate the commonality or variability of a feature. A feature which commonality is 1 is a core feature; if its commonality is not 1 it is a variant feature. Therefore, we may use operation 1 and 2 for these cases.

Operation 3. Why is a partial configuration valid? A partial configuration in a FM is a list of selected and removed features. A complete configuration is a particular case of partial configuration where each feature in the FM is selected or removed. The deductive operation "Determining if a configuration is valid" infers whether it is possible to select and remove the features in a partial configuration. If a positive response is obtained, we may want to know the relationships that make the partial configuration possible. Let us take the FM in Figure 5 as an example, where the list of selected features is \{Root, A, C, E\}
and \( \{ D \} \) the list of removed features. The result of the abductive operation "'Optimizing'" will return \( \{ R1, R3, R4, R5 \} \) as the set of relationships that affect those features.

**Operation 4. Why is a product optimal for a criteria?**

Finding a product that optimizes a criteria is the objective of the deductive operation "'Optimizing'". This operation is commonly used when extra-functional information is attached to a FM in the so-called extended FMs[3]. In some situations we may be interested in knowing the relationships that have been taken into account to reach a solution. In the example in Figure 4.1, \( \{ \text{Root}, \text{C, E} \} \) features form the product that is found to be the cheapest product in the family. The abductive operation "'Why is a product optimal for a criteria?'" will obtain \( \{ R2, R3, \text{cost}_\text{Root}, \text{cost}_\text{C, cost}_\text{E} \} \) as the relationships that make this product optimal. This operation may be seen as a particular case of Operation 3 where the configuration is obtained from an optimization process.

### 4.2 Why not? questions

Many deductive operations may obtain no solution or a negative response when inconsistencies are found. In the abductive operations that we analyse next, their objective is obtaining further information about the relationships that are making a deductive operation impossible to obtain a solution. As we intend to find the components (relationships in our case) that explain a failure or inconsistent situation, these operations fit into the diagnosis problem, so their results may be used to repair a FM or a configuration.

**Operation 5. Why is a feature model not valid?** A void FM is the one where it is not possible to derive any product. A FM is valid if it defines at least one product, i.e. it is not void. Void FMs are produced due to contradicting relationships. The deductive operation "'Determining if a FM is void'" tries to find a valid product to demonstrate that a FM is valid. In case it finds no product, the FM is determined to be void and we need to extract information about the relationships that make the FM be void or not valid. "'Why is a feature model not valid?'" operation obtains one or more explanations for a void FM, i.e. sets of relationships that prevent the selection of a product. In the example in Figure 7(a), three explanations are obtained: \( \{ R1 \}, \{ R3 \} \) and \( \{ R4 \} \). This information may be used by a feature modeler to correct the FM by relaxing or removing one or more of those relationships.

**Operation 6. Why is a product not valid?** Whenever the deductive operation "'Determining if a product is valid'" detects an invalid product selection, it is mandatory to obtain further information about the relationships that are making the product impossible to
Operation 7. Why is a partial configuration not valid?
Whenever "Detecting if a configuration is valid" detects an invalid configuration, and we know that the configuration must be possible, we may be interested in knowing the relationships that are making it impossible. Taking the FM in Figure 7(b) as example and partial configuration \{C, D\}, we obtain relationships \{R5\} and \{R7\} as explanations. From this point of view, we may consider previous operation as a particular case of this one, as a product may be considered as a partial configuration. Another approach to this question would be obtaining the features that must be removed from a configuration if we consider that the FM is correct. In this case, this operation would conclude that feature \{C\} or \{D\} must be removed from the configuration to obtain a valid one.

Operation 8. Why is a feature not selectable (dead feature)?
A dead feature is the one that despite of appearing in a FM it cannot be selected for any product. The deductive operation "Dead features detection" obtains a list of the dead features in a FM. This operation detects the relationships that are making a dead feature, assisting on the correction of the FM. Taking the FM in Figure 8(a) as example, \{F\} is obtained as the only dead feature in the model. The explanations that we obtain are \{R1\}, \{R3\} and \{R4\}, one of which must be removed or changed at least to correct the dead feature.

Operation 9. Why is a feature a false-optional?
A false-optional (a.k.a. full-mandatory) feature is the one that has an implicit mandatory relationship with its parent feature despite of being linked by an optional relationship. The declarative operation "False-optional features detection" obtains a list of this kind of features. This abductive operation obtains explanations to repair such an error. In Figure 8(a) example, \{C, D\} features are false-optional, obtaining \{R1\} and \{R4\} as explanations.

Operation 10. Why is a cardinality not selectable (wrong cardinality)?
Set-relationships use cardinalities to define the number of child features that may be selected whenever its parent feature is. When a cardinal is never used in any product, we are taking about a wrong cardinality. Although this operation is not theoretically described, it is supported by FAMA Framework [12] which implements a deductive operation "wrong-cardinalities detection". Taking Figure 8(b) example, we may notice that it is impossible to select 3 child features since \{A\} and \{C\} exclude themselves so \{R1\} has a wrong cardinality. This operation will provide two explanations \{R1\} and \{R2\} since to correct the error we may remove the cardinality or the "excludes" relationship.

Operation 11. Why is there no product following a criteria?
When "filtering" or "optimizing" deductive operations are unable to find any product, this operation helps on finding the reasons why there is no solution. In the example in Figure 4.1, if we want to find a product which costs less than 4, "filtering" will obtain no product at all. This operation will provide explanations such as \{cost_{root}\} and \{cost_E\} since they increase the total cost of a product in 2.

4.3 Summary
We present the relations among abductive and deductive operations in Table 1. The list of deductive operations is mainly inspired in [2] and [4] and extended with error analysis operations[11] and configuration operations[15].

In this table, N/A is used to represent those operations that do not fit into abductive reasoning. In this category we place "determining if two FMs are equivalent" as it is an operation that compares two FMs and both deductive and abductive reasoning frameworks are only able to deal with just one FM. Corrective explanations are also out of our scope although they are closely connected to explanations. Corrective explanations may be considered as two-step operations where an error is explained firstly and corrected secondly. We are able to provide explanations via abductive reasoning, but suggesting corrections is not so trivial and will be an aim of our future work.
<table>
<thead>
<tr>
<th>Deductive Operation</th>
<th>Abductive Operations</th>
<th>Why? operation</th>
<th>Why not? operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Determining if a product is valid</td>
<td>N/S</td>
<td>Op.6</td>
<td></td>
</tr>
<tr>
<td>Determining if a FM is void</td>
<td>N/S</td>
<td>Op.5</td>
<td></td>
</tr>
<tr>
<td>Obtaining all the products</td>
<td>N/S</td>
<td>Op.7</td>
<td></td>
</tr>
<tr>
<td>Determining if two FMs are equivalent</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Retrieving the core features</td>
<td>Op.2</td>
<td>Op.1</td>
<td></td>
</tr>
<tr>
<td>Retrieving the variant features</td>
<td>Op.1</td>
<td>Op.2</td>
<td></td>
</tr>
<tr>
<td>Calculating the number of products</td>
<td>N/S</td>
<td>Op.5</td>
<td></td>
</tr>
<tr>
<td>Filtering a set of products</td>
<td>N/S</td>
<td>Op.6,7,11</td>
<td></td>
</tr>
<tr>
<td>Optimizing</td>
<td>Op.4</td>
<td>Op.11</td>
<td></td>
</tr>
<tr>
<td>Dead features detection</td>
<td>N/S</td>
<td>Op.8</td>
<td></td>
</tr>
<tr>
<td>Proving Explanations†</td>
<td>Op.1-4</td>
<td>Op.5-11</td>
<td></td>
</tr>
<tr>
<td>Providing Corrective Explanations</td>
<td>N/S</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>False-optional features detection</td>
<td>N/S</td>
<td>Op.9</td>
<td></td>
</tr>
<tr>
<td>Wrong-cardinalities detection</td>
<td>N/S</td>
<td>Op.10</td>
<td></td>
</tr>
<tr>
<td>Determining if a configuration is valid</td>
<td>Op.3</td>
<td>Op.7</td>
<td></td>
</tr>
</tbody>
</table>

†All the operations described in the table provide explanations for different contexts

Table 1. Relation between deductive and abductive operations

N/S is used to remark the operations that could be performed but will have no sense from the point of view of the automated analysis. For example, we are not interested in determining why a FM describes 20 products. However we must be interested in knowing why there a FM describes no product.

5. Conclusions and Future Work

In this work, we have presented our conception of AAFM from the point of view of the kind of reasoning needed to solve the different analysis operations. We have presented a new catalog of operations that rely on abductive reasoning and some of which have already been dealt with in some previous works, but the remaining operations are new. As a first step in our roadmap of integrating abduction in AAFM it is our intention to open a debate where the proposed catalogue of abductive operations is extended or reduced.

Once we have obtained a stable catalogue, we envision that we need two main pieces to complete the puzzle of abductive reasoning:

1. A translation from FMs to non monotonic logics, i.e. logics that are able to represent incomplete knowledge.

2. A solver-independent solution to all the abductive operations so that different solvers can be used to execute these operations.

We will implement the solutions to these operations into FAMA Framework [12]. Currently FAMA Framework supports explanations for operations 7 to 10 by means of CSOP that you may download at www.isa.us.es/fama. After obtaining these results, we will design benchmarks to analysing the solvers that perform better for each abductive operation.
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Abstract

Efficient variability management is a key issue in large-scale product line engineering, where products with different propositions are built on a common platform. Variability management implies challenges both on requirements engineering and configuration management. This paper presents findings from an improvement effort in an industrial case study including the following contributions: problem statements based on an interview study of current practice, an improvement proposal that addresses the challenges found, and an initial validation of the proposal based on interviews with experts from the case company.

1. Introduction

Software Product Lines have already proven to be a successful approach in providing a strategic reuse of assets within an organization [9]. In this context, variability management is considered as one of the key for successful product lines and concerns in all phases of the software product line lifecycle [8]. We experience considerable growth of the amount of variability that has to be managed and supported in software assets. Inspired by the previous fact, we have conducted an industrial case study focusing on the process of variability management at one of our industrial partners in the mobile phone domain. The topic of our investigation was an established product line engineering process [9] in a company that sells over 50 products every year worldwide in millions of exemplars. Our goal for this study is to increase the knowledge of how the products are configured by studying current issues and if possible proposing and evaluating improvements. To address the goal we have formulated three research questions:

Q1: How are variability requirements and variability points managed in software product lines in practice?
Q2: What are the problems with managing variability requirements and product derivation?
Q3: What improvements can be made in managing variability?

The first two questions were addressed by an interview study, were we have investigated the process of product derivation [7] and the concept of managed variability [9]. By using managed variability we refer to defining and exploiting variability throughout the different life cycle stages of a software product line [9]. In total 29 persons working with requirements engineering, implementation and testing were interviewed in order to understand how the variability is represented, implemented, specified and bound during the product configuration. As a result, a set of challenges is defined and presented in this paper.

To address Q3, we have proposed and evaluated improvements to the current way of working. Our main proposal includes a new structure of variability information that aims at enable linking product configuration to the initial requirements. It includes splitting the configuration into two levels of granularity. Additionally, we propose to use a main product specification with entities that can be consistently applied throughout the whole organization and will address current documentation issues.

Finally, we have empirically evaluated our improvement proposals by applying them to the existing configuration structure in a pilot study. Additionally, we have conducted a survey by sending questionnaires about the potential benefits and drawbacks of our proposal. 28 out of 34 persons have answered our questionnaire. Most of the respondents expressed positive opinions about the proposal and did not express any major obstacles that may apply to it.

The reminder of this paper is organized as follows. In section 2, we describe the industrial context of the
case study. In section 3, we provide a description of research methodology. In section 4, we discuss identified problems and issues. In section 5, we describe improvement proposals, which we evaluate in section 6. Section 7 presents related work and the paper is concluded in Section 8.

2. Industrial Context

The case study was performed at the company that has more than 5 000 employees and develops embedded systems for a global market. The company is using a product line approach [9]. Each product line covers different technologies and markets. The variability of the software product lines in our case are organized in two dimensions. The first dimension represents product segments or product technologies, and the second represents the code base that evolves over time. In each of the clusters there is one lead product built from the platform representing most of the platform functionality. The lead product is scaled down to create sub-products and new variants for other markets and customers. Some of the sub-products originating from the main product contain new features [9]. The platform development process is separated from the product development process as described by Deelstra et. al in [7].

Organization. There are three groups of specialists working with the requirements part of the platform project: Requirements Engineers, Requirements Coordinators and Product Requirements Coordinators. Each technical area in the products domain has a requirements engineers group responsible for covering the progress in the focused field. Their involvement in the projects is mainly focused on the platform project where they supply high level requirements derived from roadmaps, product concepts and customer requirements. They are also main responsible for the scoping process of the platform. Requirements coordinators work between requirements engineers and developers. Their main role is to communicate requirements to the developers and assist with creating detailed design documents and requirements. Product requirements coordinators are responsible for the communication of the requirements between the product planner and requirements engineers on the specific product level.

The Development Teams are responsible for implementing the software in the platform. They review the requirements and estimate the effort needed for implementation. Each new functionality is assigned to a primary development team which is responsible for its implementation in the software modules. Newly implemented functionality is later tested before final delivery to the platform. The different modules need to be integrated and compiled to a full system. This stage is done by the Product Configuration Managers (PCMs) team which manages the different variants and versions of the products created from the platform. The compiled system is tested by a product focused testing organization, Product Software Verification.

Requirements Management Process. The company is using two types of containers to bundle requirements for different purposes: Features and Configuration Packages (CPs). As a feature we consider in this case a bundle of requirements that we can estimate market value and implementation effort and use those values later in the project scoping and prioritization. Configuration packages are used to differentiate the products by selecting different packages for different products. The company is using the similar approach to CPs as described in [10], where a configuration package is a set of requirements grouped to form a logical unit of functionality. Every requirement has to be associated with one or more CPs. The requirements engineers list the changes and CPs in their area of expertise in the Configuration Package Module. These modules have dependencies between each other and some of them are mutually exclusive [10]. CPs that are common for all products in a product line are marked with an attribute stating that these packages cannot be removed from a product configuration. Hardware dependencies, which make individual requirements valid or invalid for different products, are also specified by the use of Configuration Dependencies on the requirements level. The model is similar to the Orthogonal Variability Model proposed by Pohl et al [9].

Product Planning. Product Planners are responsible for defining products from the platform available in a product line. They belong to the marketing division in the company so their task is to create an attractive product offer [3] rather than to perform the actual configuration of it. The product planners establish a concept of a new product which induces commercial overview, price range, competitor analysis and gives an overview of the high level requirements. This document serves as a basis for the Product Configuration Specification, which specifies the product based on capabilities offered by the platform. The product configuration specification specifies the configuration of a product concerning both software and hardware using the configuration packages defined in the configuration package modules including
configuration dependencies. This model is also similar to the Orthogonal Variability Model proposed by Pohl et al [9]. The product configuration specification corresponds to the application variability model of the Orthogonal Variability Model.

**Product Configuration Management** Product Configuration Management teams are responsible for integrating, building and managing variants in the product line. When configuring a new product from the product line, the product configuration manager uses hardware constraints derived from a hardware specification for each product in a cluster to set and configure the software. At this stage, the traceability from the configuration parameters to the requirements is crucial. This part of the context is the subject for the improvement proposal in section 5.

### 3. Research Methodology

In order to get a comprehensive picture of how variability management is performed at our case company, we decided to conduct a set of interviews with various employees in various positions within the company. The requirements management tool architecture was also explored to understand how variability is defined at the requirement level. During this phase the persons involved in process improvement for the requirements process were interviewed and consulted with during the exploration of the requirements management process.

The next step was to select key personnel to interview in order to get as many different perspectives on the configuration process, configuration activity measurements, and finally the problems that were identified.

#### 4. Results

In this section we present the results from our interview study. We describe the different perspectives on the configuration process, configuration activity measurements, and finally the problems that were identified.

##### 4.1 Perspectives on the Configuration Process

Most of the stakeholders have a common view of how products are created. The product projects create a product concept, which is then used by requirements engineers in defining platform requirements. Later in the process the product planners are involved in creation and configuration of new products by creating variations and one group with a small amount were selected for further investigation. To cover the whole process of variability, we have involved Product Planners, Requirements Engineers, Requirements Coordinators, Developers and System Testers in our study.

The interviewed persons were selected based on their position in the company. Some persons were recommended by already interviewed. In some cases the person that was asked to participate in our study suggested a colleague as a replacement with the motivation that he was more familiar with the area. In total, 27 persons were interviewed. The interviews were semi-structured in order to allow the interview to change direction depending on the interviewee’s answer, and adapted for the different roles and the progress of the interview study. This approach balances between early interviews that were more focused on the general aspects with later more specific interviews. The interviews took approximately one hour. During this time interviewers took notes continuously which were later summarized. During summarization, discrepancies between interviewers interpretation were discussed and, if needed, formulated as questions that were later sent to the interviewee. Apart from the summary, the interviewee also received a model of how he or she perceived the process of variability management. After interviewee approval, which sometimes was done after some minor changes, the data was ready to be analyzed. After interviewing 27 persons, it was decided that the received overview of the current process was satisfactory to proceed with analysis and propose improvements. Sample questions used at the interviews and distribution of interviewed personnel can be accessed at [15].

![Figure 1. Research methodology.](image)
change requests issues regarding both new and existing functionality. When previously created formal change request is accepted, it is sent to the assigned developers team which performs implementation or configuration changes. The differentiation achieved in this manner is not explicitly documented in product specification but only in the minutes from the change board meetings. In the next section, the deviation from this common view is described, as well as the differences from the documented process model.

Product requirements coordinators, requirements coordinators and requirements engineers have limited knowledge about how variability is achieved due to their focus on the platform. They also state that developers do receive most of the configuration instructions through bug report issues from product planners, customer responsible and testers. We discovered that some variability is stated in the requirements’ text in an implicit way creating problems with recognition and interpretation at the development phase. Product planners’ knowledge about configuration packages is limited and they have not experienced the need for a better product documentation than what is delivered in the concept definition.

The developers express the opinion that information regarding variability is not communicated in a formal way. Instead, they get information about variability through their team leaders in a form of change requests at the late stages of development. These change requests are often used to configure products. The creation of new variation points is done in the platform project, and is therefore often based on assumptions made by the developers out of the previous experiences and informal communication with people involved in the process. The main opinion is that the information about what value that should be assigned to a variation point is possessed by individuals. The information is also not documented sufficiently in formal documents. Requests for new variation points or values are forwarded to the product configuration managers.

Product Configuration Management Perspective. We discovered that the product derivation process is iterative and similar to the one described by Deelsta et al [7]. When a main product for a product line is created from the platform, it is based on the existing configuration of the previous similar product. This configuration is adjusted to the new hardware specification for the platform. Since the amount of configuration parameters in the configuration file has increased significantly, and they are not sufficiently documented product configuration managers are unable to keep track of all changes.

When a new product has been set up, it is built and sent to the product testers. Their task is to test the product and to try to discover software errors and functionality that might be missing. At this stage it is often difficult for the testers to determine whether errors depend on faulty configuration or software errors. Therefore they create a bug report towards the developers to initiate investigation of the reason of the failure. The errors are corrected by developers and new source code is later sent back to the product configuration manager, which is merging the delivered code from all development groups.

When the sub-product is created, the most similar product configuration is copied from the previous products. Next, the configuration manager responsible for the sub-products is trying to configure the product by checking product structure documentation and other relevant information. The required information is gained from multiple sources, which leads to the double maintenance problem described by Babich [11], where uncertainties about the values of variation points are concluded by comparing with other projects. As a result a time consuming investigations have to be perform and very often influences the speed and correctness of the product configuration.

![Accumulated changes over milestones](image)

**Figure 2.** Accumulated changes to the configuration over milestones.

4.2. Configuration Activity Measurements

In order to understand how the configuration is changed over time, change related measurements were defined. The configuration file was chosen for each label of the code base in the product line. Labels are used to tag revisions of files produced by developers that are to be used by product configuration manager. The differences between each configuration file were
calculated in order to get measurements describing how many parameters that were added, deleted or changed. The results are visualized in figures 2 and 3. Note that over 60% of the configuration changes are done after the software has been shipped to the testers (MS Alfa).

The results support our previous observations derived from interviews, where developers admit that they configure the products based on bug reports and change requests. At the time this study was performed, the configuration had over one thousand different parameters available at the product level, spread across a configuration file of thousands of lines. These parameters were controlling over 30 000 variation points in the source code with different levels of granularity. Further analysis showed, that one configuration parameter controls an average of 28 variations points, which suggests that most of the variability is quite fragmented. The source code consists of millions of lines of code in more than 10 000 files, giving an average 250 lines of code per variation point.

4.3. Problems Identified

According to Van Der Linden et al [3], the configuration manager should be responsible for maintaining the configuration of all variants and ensuring that the functionality for all products is covered. In our case it remains unclear who is responsible for binding the variation points of the platform to create a specific products. As a result, we experience creation of variation point that have no specific owner. Furthermore, since most of the development and architectural activities are platform focused and a role such as Application Architect or Product Architect responsible for binding variation points of the platform to create specific products is not present in the current organization [9]. The lack of clear responsibilities results in an absence of clear, specific and strategic goals and long term improvements.

The configuration of new products is achieved in an iterative manner between developers, configuration management and testers [7]. Due to the lack of a specific ownership, the configuration is not always properly reviewed, which is often a reason for missing functionality. As a result, testing and maintenance efforts may increase. The knowledge about product derivation and variability is not formalized [7,10].

As mentioned previously, the unrestricted rules for creating and managing variation points results in their excessive creation. Many variation points become obsolete either due to the fact that they were not created for product configuration purposes or because of the complex dependencies. It is undefined who is responsible for removing these obsolete variation points from the configuration file. This fact makes the configuration file hard to manage and overview.

In our case, the flexibility that needs to be copied by standardization of the product line [9], in the sense of amount of variation points is too great and offers many more configuration capabilities than is needed for product configuration and differentiation. The number of variation points, and their structure is too complex to be managed by the people responsible for the product configuration and differentiation. The variability capabilities need to be more standardized and less detailed to handle the costs associated with the flexibility.

The biggest challenge throughout the organization turned out to be the lack of complete product specifications, which may lead to the following problems:

- Time consuming “detective” work where information is gathered through informal communication and unofficial documents.
- Faulty bug reports.
- Double maintenance of fragmented product information that exists in different documents and versions throughout the organization.
- Faulty configuration.
- Critical knowledge about variability configuring products possessed by individuals.
- Increased effort in verifying the configuration of a product.

These problems is tackled by the use of unofficial documents specifying the product characteristics for
both hardware and software. The documents are created in an informal way and are neither reviewed nor a part of the formal approval process, but still used throughout the organization. These documents and the related process can be improved with respect to configuration management, as uncontrolled documentation procedures may result in unintended product configurations.

5. Improvement Proposal

In order to improve the issues presented in section 4.3, we have developed a set of improvements regarding variability documentation, granularity and management.

**Improved traceability between requirements and variants.** Our proposal will reuse the configuration package concept, described in section 2, to associate the configuration parameters with the requirements. The configuration packages should be used by the product planners to configure the products. By associating the configuration packages with the configuration parameters, traceability links to both requirements and configuration parameters will be established. The division into configuration packages should be done in cooperation between developers and requirements engineers to fully capture all possible aspects of variability. Newly created variation points should be explicitly documented and spread across all stakeholders. This approach will result in a more complete traceability between the configuration packages and the configuration interface, and can be a step towards the automatic generation of a product configuration directly from the product configuration specification in the future.

**Abstraction layer.** The overview of the proposed abstraction layer is described in figure 4. In the current structure the configuration file contains all detailed feature configuration on a very low level for all products defined. The file is edited by both product configuration managers and developers and because of its size and granularity it is vulnerable and subject to merge conflicts. Our proposal introduces a new abstraction layer, **CP-Conf**, between the product configuration interface and the software modules. The low level configuration is moved into the lower layer, and a high level product configuration based on the configuration packages is used on the product configuration level. In this solution, the developers are becoming responsible for the **CP-Conf** layer and the modules associated with it. The product configuration manager is only responsible for the high level product configuration. To be able to introduce an abstraction level, configuration parameters in the configuration file need to be moved to a separated files where a parameters belonging to a certain development team reside. The specification of selected modules needs to be in these separated files too, since it depends on the selected configuration packages. Also, when this abstraction layer is introduced and the parameters are named according to the configuration packages, there should be no need to change the existing variation point naming since the parameters will be moved out from the main configuration file. The solution is described in figure 5.

![Figure 4. Overview of the proposed abstraction layer.](image)

![Figure 5. Configuration is distributed into configuration files according to the concept of Configuration Packages.](image)

**New configuration parameters.** Today the naming of the configuration parameters includes a feature description indicating what functionality the parameter affects. However, the features in the configuration parameters are not mapped to the requirements by including an identifier connected to a specific
requirement. Since the feature names originate from two sources, traceability is based only on human reasoning. We propose a new standard for configuration parameters where four types of parameters are available:

- The existing low level parameters which are presently used for product configuration. To remove or change these parameters is an infeasible work.
- The existing parameters which define the hardware properties of the product should be assigned a prefix CFG_HW. Today many of the parameters created are hardware dependent and could therefore be removed by using the hardware properties instead of creating new parameters. The syntax of the parameters should include the serial number from the hardware requirements specifying its value.
- A new type of parameter for configuration dependencies. The name should include the dependency type (HW/FormFactor/Customer/Market). The syntax can e.g. be CD_<TYPE>_<NAME>.
- An internal binding should be used when software varies non-significantly.

Documenting variability. Currently, the documentation of variation points is not mandatory and resulting in its incompleteness. Since developers in our proposal will be responsible for the lower levels of variability, the documentation process will be simplified by responsible stakeholders’ constraining. By introducing traceability between the product level configuration interface and the configuration packages, no further documentation is needed on the higher level. The name standard will be descriptive and in line with the configuration packages. It will enable stakeholders to find more information in the requirements management system, where the configuration packages are defined, described and associated with requirements.

Managing obsolete configurations. Many parameters in the configuration file are obsolete. Because of that we propose that the configuration file should be locked for changes. Parameters that do change but have the same value for all products should be moved to the development team’s specific file, and should not be a part of any configuration package. Similar to the configuration parameters, obsolete configuration packages that are not used in any product should be moved out from the software product line. If a configuration package is used in any product it should be incorporated into the platform and removed from the set of CPs. In the same fashion as the configuration packages, the high level hardware parameters should be left at the product configuration level, while its associated low level parameters should be moved to the proposed low abstraction layer and owned by the developers.

Availability of product specifications. All available configuration packages in the platform should be included in the product configuration specification, and a connection to the previously mentioned abstraction layer should be made. By applying this approach, the task of configuring a new product will be simplified and could possibly be automated in the future. The automatic configuration file generation can be based on the configuration packages defined in the requirements management tool.

6. Evaluation of the Proposals

The evaluation of the implemented proposals was carried out as a desktop pilot [12], where the new structure was applied to the existing structure. The desktop pilot was run on a subset of the configurations belonging to two development teams. Two developers from each team, chosen based on their knowledge about configuration parameters, have participated in the redefinition part of the evaluation. The configuration packages defined by requirements engineers were used to group the existing low level configuration parameters, as described in the proposal. This was done in cooperation with the developers. When parameters could not be linked to a certain existing configuration package, the developers had to consider defining a new configuration package, configuration dependencies or hardware requirements. From these lessons learned we can conclude that:

- Packages need to be complemented with a more complex version for greater differentiation possibilities
- Some packages need to have defined dependencies to other packages
- The differences between some of the similar configuration packages need to be described by requirements engineers
- One package may in the future need to be split into several packages that contain end-user functionality and one common package that does not offer any end-user benefits. This one package is dependent on others previously described.
- Problems may arise when new configuration packages need to be created instantly. In this
case the bottleneck will be the communication with requirements engineers.

- There are packages that can be removed from the product due to strong dependencies. In this case, product planners should not be allowed to deselect these packages.

After the redefinition of the configuration, the developers were asked to fill in the evaluation form [13], answering questions concerning the improvement proposal and its possible benefits and drawbacks. To get as many answers as possible, the information was held short and concise. The evaluation form was also sent out to all members in the first development group and to half of the members in the second group, totaling with 34 persons. 28 out of 34 persons have answered and the detailed results are accessible in [14].

From the evaluation it can be seen that the participants have been involved in the product configuration. They also see problems with how it is handled today. The proposal was considered as easy to understand and implement.

Some responders mentioned that customer specifications were not addressed enough. One participant also addressed a need for training in variability management. Most of the participants thought that the responsibilities and the separation of product and feature configuration is easy to understand. In the qualitative part of the results, it was confirmed that the workload will be reduced by improved division of responsibilities.

Most responders strongly agreed to that our proposal should increase the quality of products. On the other hand, a few responders claimed that the quality of the products is now high enough and that our proposal will not make any significant difference. The question addressing improvement in the configuration efficiency scored above average, which indicates that this proposal would have a significant effect on efficiency in the way of working rather than end-product quality. This was emphasized by some people who stated that the configuration would become more manageable and less time consuming.

On the question regarding drawbacks there were concerns that the configuration packages may get too large and fail to offer the needed from market perspective detailed level of configuration. It was also mentioned that there will be a stabilization period until the CPs are clearly defined. One responder expects that quick fixes will be hard to handle using CPs, and that there therefore could lead to the "quick and dirty" solutions which are hard to maintain. There is a risk that the number of CPs will increase and that the same problems will arise again. Some responders were also worried about customer specific configurations, which the proposal does not specify in detail. Most participants stated that their work will not be affected negatively. Moreover, they stated that there will be less work for the developers with the proposal. The developers would have fewer responsibilities and for some participants their responsibility for product configuration will be completely removed. Overall, the proposal was considered as a better solution than the current way of working.

In the evaluation with the configuration management strategists the responses were positive. Among the positive comments were the possibilities to define a clear process with unambiguous responsibilities, to automate product derivation and verification and to improve the product derivation process. The concerns regarded the need for a streamlined process for managing the configuration packages, including exception handling. Possible dependency problems when a configuration package spans many development teams were also discussed. The overall impression was very positive.

**Threats to validity.** The way how people were chosen to participate in the interviews can lead to insufficient results. By getting recommendations to which people to interview the risk of getting a subjective picture increases.

The results can be biased by continuous communication with the contact person in the company or by the fact that some concerned stakeholders might have been overlooked in different parts of the case study.

When performing these kind of evaluations, it is difficult to cover all aspects. We are aware that this evaluation only takes a few of the affected development teams into account, and therefore some important information may not be reached. Furthermore, the amount of variation points that each development team is responsible for or shares with other groups varies. Therefore, the scale of affection of the proposal on each development team may vary.

We have not yet performed any evaluation among other stakeholders, like product planning and requirements engineers. Although they are not involved in the technical parts of the proposal, they are part of the process associated with the proposal and it is therefore a drawback not to have these stakeholders represented in the evaluation.

We also see some challenges concerning the ability to maintain the new way of working. It is important that the configuration packages only reflect the current needs for variability and that the configuration packages are not created proactively in the same
manner as variation points are created today. It is also important to educate people in order to consistently convince them of the gains achieved about the new praxis.

7. Related empirical work

Industrial case studies in existing literature [1,2,3,4,5,7] describe the process of introducing product lines. These studies report similar problems to those reported in this paper appear. For example, in the Thales case [7] documentation of the platform has deviated from the actual functionality as the platform has evolved. In other cases [1,4] the enormous amount of low level variability in software was reported. Clements et. al [5] reported that the variability was present only on the files and folders level. In the Philips case [3], the problem of too many dependencies between components, resulting in much time spent on integration problems, was reported. Patzke et. al [6] discovered that many of the differentiation point were actually obsolete and not used any more. The company was also struggling with outdated documentation that was not updated regularly.

In most cases a product line approach was introduced in an evolutionary way, apart from one example [4], where all ongoing projects were paused and the resources were moved to the introduction of the product line project. In some cases, the product line was developed around a new architecture, while assets were derived from an existing base e.g. [3]. Sometimes, a new product line was based on the most similar product from the most recent project. Some cases, like [1], claim that their main success was achieved in the architecture and reorganization, and resulted in the change of the hardware to software cost ratio from 35:65 to 80:20.

The issue of improved traceability between requirements models and variant has been addressed in the literature. For example, Clotet et al. [16] present an approach that integrates goal-oriented models and variability models while Alfarez et al. [17] present a traceability meta-model between features and use cases. Both example cases seem to be domain independent but are evaluated on relatively small examples which leaves the question of applicability in a large-scale industrial context open.

8. Conclusions

As mentioned in introduction, software product lines improves the quality of the products and reduces the time spent on a product development. However, managing a product line and its variation points efficiently requires a consistent way of working and clear responsibilities. In this case study it has been found that new products are derived by copying the most similar configuration from previous products and iteratively configuring the product between developers, CM and testers. The variability is neither clearly specified nor documented. The responsibilities are unclear. There is no connection between the requirements and the configuration possibilities in the product line. These aspects affect negatively the possibilities to verify the configuration and the time spent on product configuration.

To be able to cope with these issues, improvement consisting of an abstraction layer in the configuration interface have been proposed. This abstraction separates the low level feature configuration from the high level product configuration, and establishes a traceability from requirements to configuration. To clarify the product configuration and ensure that everyone is working consistently, we propose that a product specification, based on these configuration packages, is used throughout the company. Below, we summarize identified problems and corresponding possible improvements:

- **Large number of variation points with an unmanageable granularity.** Variation points are encapsulated into configuration packages, separating the high level configuration from the low level configuration, and resolving the granularity issues.
- **Unclear responsibilities and unstable process for the product configuration.** By dividing the configuration into different layers and proposing responsibilities are clarified.
- **No clear traceability between configuration parameters and initial requirements.** By introducing an abstraction layer based on configuration packages, the configurations are directly linked to the initial requirements.
- **No complete product specification available.** A new and managed product specification based on configuration packages are spread throughout the organization and used by all stakeholders.
- **Products are configured in an inefficient and iterative process without using the initial requirements.** By the use of a complete product specification and a configuration interface based on the same configuration packages, the configuration can be done at early stage.
The evaluation of our proposal shows that the developers are coherently positive to the suggested improvements. To validate out proposals, the changes were simulated together with two development teams. The results showed no major obstacles, but emphasized the importance of cooperation between the requirements engineers and the developers in the definition of the configuration packages. The expectations of this proposal are as follows:

- to reduce effort and time spent on iterative configuration,
- to ensure a higher product quality by improved product verification,
- to state more clear responsibilities among stakeholders,
- to make the information concerning variability within the company more accessible.


This paper contributes in a detailed investigation on product derivation from a large software product line, which addresses research question Q1. Question 2 is addressed in section 4.3 as a set of challenges in practice. Finally, Q3 is addressed by the improvement proposals, detailed in section 5 that may increasing product quality and decreasing the effort needed for product derivation.
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Abstract

Our feature configuration tool $S^2T^2$ Configurator integrates (1) a visual interactive representation of the feature model and (2) a formal reasoning engine that calculates consequences of the user’s actions and provides formal explanations. The tool’s software architecture is designed as a chain of components, which provide mappings between visual elements and their corresponding formal representations. Using these mappings, consequences and explanations calculated by the reasoning engine are communicated in the interactive representation.

1. Introduction

In the research on feature models different aspects have been addressed. First, there is work on formal semantics of feature models [6], which enables us to precisely express the available configurations of a product line in the form of a feature model. Second, there is the interactive configuration of feature models, as addressed by visualization of feature models [2] or feature modeling tools [1]. In this paper we strive to link these two worlds. So how can we provide a usable feature model representation, which can be configured interactively and precisely implements the underlying formal semantics?

We address this problem with $S^2T^2$ Configurator, a research prototype which integrates an interactive visual representation of feature models and a formal reasoning engine. The architecture of the Configurator is designed as a chain of components, which provide mappings between visual elements and their corresponding representations in the formal reasoning engine, see Figure 1. The Software Engineer interacts with multiple Views of the Model. The Consequencer infers consequences and provides explanations. A

$^*$This work was supported, in part, by Science Foundation Ireland grant 03/CE2I303_1 to Lero – the Irish Software Engineering Research Centre.

1$S^2T^2$ stands for “SPL of SPL Techniques and Tools”.

2. Requirements

Before we present the Configurator tool, we have to briefly discuss the required functionality. First, the application has to load the model and translate it into a formal representation. Subsequently, the user configures the model by making and retracting decisions. For Boolean feature models, a user decision is either a selection or an elimination of a certain feature. Hence, we have four potential configuration states (the power set of \{true, false\}): Undecided, Selected, Eliminated, and Unsatisfiable.

After any change (loading, user interaction) the tool has to infer consequences, taking into account constraints imposed by the model and user decisions. These consequences have to be communicated in the visual representation. We distinguish four sources of configuration: \(M = \text{Model}(\text{given in the model})\), \(MC = \text{ModelConsequence}(\text{consequence of } M)\), \(U = \text{User}(\text{given by interaction})\), and \(UC = \text{UserConsequence}(\text{consequences of } U, \text{might rely on } M)\).

The tool must enforce constraints and disable decisions that lead to configuration states where no valid configuration is possible without retracting decisions ("backtrack freeness"). The tool shall explain why certain configuration decisions were made automatically. The explanation shall be given within the model by highlighting elements that led to the explained decision.

3. Feature Model

The goal of interactive configuration of feature models led us to a particular design of our modeling language. To be able to map consequences and explanations generated by the Consequencer to visual representations we “chopped up” our feature models in smaller pieces which we call feature model primitives. For instance, to describe feature groups, we use primitives like AlternativeGroup,
4. User Interface

The meta-model gives us the means for describing a feature model as a set of primitives. Let us see how this is presented to the user. Figure 2(a) shows an example feature model (based on [3]) in S2T2 Configurator right after loading.

The features Car, KeylessEntry, Body, Gear are mandatory and selected. The Engine configuration source for all of these primitives is M = Model. Because Engine Requires Injection, the configurator infers that the latter has to be selected as well and creates the corresponding SelectedFeature-primitive with configuration source ModelConsequence(MC). The configuration states of features are represented as icons (check mark = selected, X = eliminated, empty box = undecided). Icons for features with the source M or MC are shown in gray to indicate that the user cannot change the state.

If the user now selects KeylessEntry the Consequencer deduces that PowerLocks has to be selected as well. Therefore, a SelectedFeature(PowerLocks) primitive is created and the view is updated accordingly (see Figure 2(b)).

The user might want to get an explanation why a certain feature was automatically selected or eliminated. This can be done via a pop up menu (see Figure 2(c)). When the user clicks Explain, the view queries the configurator for an explanation for the currently focussed feature. Thanks to our software design, the explanation can be mapped back to a list of primitives, which get highlighted in the view. For instance, when asking “Why is PowerLocks selected?” the tool will highlight SelectedFeature(KeylessEntry) and the corresponding Requires({KeylessEntry}, {PowerLocks}).

5. Integration between UI and Consequencer

One of our design goals was to allow multiple views, which can be used side-by-side, e.g., to focus on different aspects of the same model. Hence, when a configuration decision is made within one view, all resulting updates have to be propagated to the other views.

Hidden from the views the model communicates with the Consequencer. When a view commits a change to the model by adding or removing a primitive, this modification is first passed to the Consequencer, which produces consequences. These are then applied to the model. The modification (as triggered by the view) and the application of the consequences are performed atomically, in the sense that
no other operations are allowed before the consequences are applied. This is enforced by the interface, which all views must use to perform operations on the set of primitives. Thus the model is back in a valid state at the end of such an modification-consequence-combination. Subsequently all views are notified about the changes (including the inferred consequences).

6. Translator

The purpose of the translator is to get from feature model primitives to a format understood by the Consequencer, which is reasoning on some form of mathematical logic.

However, the Translator is not one-way. When providing consequences and explanations, it has to realize communication from the Consequencer to feature model primitives.

From a Software Engineering perspective, it is important that the tool can be easily used with different reasoning engines that realize the Consequencer component. Such engine typically has its own language as it can be used independently of the configurator.

To facilitate this, the Translator decomposes the translation process into several steps, each represented by a different component, a mini-configurator. Each of the mini-configurators communicates via certain language.

The following diagram depicts the mini-configurator chain as realized in the current implementation.

Feature Primitive Configurator (FPC) translates between feature primitives and propositional logic. Propositional

(c) Explanation of consequences.

Figure 2. Visual representation of the model in the view of $S^2T^2$ Configurator
Logic Configurator (PLC) provides communication between propositional logic and Reasoning Engine Configurator (REC), which performs the actual reasoning.

The output of FPC is a machine-readable language of propositional logic with logic conjunctives and negation and thus amenable to further conversion to reasoning engines.

Each feature \( f \) corresponds to a Boolean variable \( V_f \). And the translation of the primitives is done according to the traditional semantics of feature models [6]. The following table lists several examples.

<table>
<thead>
<tr>
<th>primitive</th>
<th>logic formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>OptionalChild((c, p))</td>
<td>( V_c \rightarrow V_p )</td>
</tr>
<tr>
<td>MandatoryChild((c, p))</td>
<td>( V_c \leftrightarrow V_p )</td>
</tr>
<tr>
<td>SelectedFeature((f))</td>
<td>( V_f )</td>
</tr>
<tr>
<td>Excludes((a, b))</td>
<td>(! (V_a \land V_b) )</td>
</tr>
</tbody>
</table>

Hence the input of the mini-configurator REC is propositional logic while its output is propositional logic in the Conjunctive Normal Form (CNF). This form is required by the reasoning engine used in the implementation (see Section 7). A different engine might require a different format and this mini-configurator would have to be replaced.

To obtain a uniform view on these languages, we assume that in each of them a sentence comprises a set of constraints and a set of variables. Depending on the particular language, we use different variables and constraints as shown in the following table.

<table>
<thead>
<tr>
<th>language</th>
<th>variables</th>
<th>constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>feature model</td>
<td>features</td>
<td>feature primitives</td>
</tr>
<tr>
<td>prop. logic</td>
<td>Boolean variables</td>
<td>prop. formulas</td>
</tr>
</tbody>
</table>

With respect using Boolean variables for formal representation, note that while in the current implementation the mappings between variables in the different languages are 1-to-1, in general, more complicated mappings may arise. For instance, if we model a variable with a larger domain by using multiple Boolean variables.

This uniform view on the used languages enables us to provide a generic interface which any of the mini-configurators (e.g., FPC) implements. This interface can be found in Figure 3. Constraints can be added and removed later using the methods addConstraint and removeConstraint.

The method computeConstraints infers consequences that apply to the given variable while the method explain explains why a given consequence was inferred.

This architecture is rather flexible as any of the components can be easily replaced by another one as long as it implements the same interface and relies only on the instance of the IConfigurator interface of the succeeding component.

7. Consequencer

The reasoning engine used in our implementation relies on a SAT solver [5], which is why it requires the Conjunctive Normal Form. The engine has been developed in our previous work and more details can be found elsewhere [4]. To connect this reasoning engine to the component chain of \( S^2 T^2 \) Configurator, it was merely necessary to provide the IConfigurator interface for it (see Figure 3).

A different reasoning engine (e.g., [7]), would be added analogously.
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| interface IConfigurator<Variable, Constraint> | { void addConstraint(/\*@non_null\*/Constraint c); void removeConstraint(/\*@non_null\*/Constraint c); Set<Constraint> computeConstraints(Variable v); Set<Constraint> explain(/\*@non_null\*/Constraint c); } |

Figure 3. Configurator interface
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Abstract

Feature Model (FM) is approved as a successful technique to model variability in Software Product Line (SPL), therefore it is very important to produce error-free FM. Inconsistency in FM is addressed as key challenge in validation of FM. This paper completes the knowledge-base (KB) method for validating FM by defining a new operation, namely inconsistency-prevention. First the inconsistency in FM is categorized into four groups as a prerequisite process for inconsistency-prevention. Then the scalability of KB method for validating FM is tested. Empirical results for each operation are presented and discussed. The empirical results are employed to illustrate scalability and applicability of the proposed knowledge-base method.

1. Introduction and Motivations

FM is considering as one of the successful methods for applying variability in SPL [1]. Therefore it is very important to produce error-free FM, this process is non-feasible manually. Inconsistency detection is introduced in [2] as a research challenge. Inconsistency occurs from contradictions in constraint dependency rules. It is very complicated because it has different formats and it can occur between groups of features or between individual features. In our previous work [3], we introduced a method to validate a FM based on mapping FM to first order logic, one-to-one mapping and represent domain engineering as a KB. The proposed method [3] defines and provides auto-support for three operations for validating FM, namely: explanation, dead feature detection, and inconsistency-detection. The proposed operation inconsistency-detection can detect only inconsistency between individual features. In this paper we enhance this operation by illustrating how to map all inconsistency formats to one-to-one format. And rather than detect inconsistency, we improve the proposed method by defining a new operation that aims at preventing inconsistency in FM, this process is explore the KB (domain engineering) and according to specific states new rules added to KB. The overall contribution of the proposed method is the validating of FM within domain engineering process.

Scalability is one of the main factors that define the applicability of the methods that deal with FM. Empirical results approved (in literature) to test scalability. In this paper we test the scalability of the proposed method (four operations).

Related work is discussed in section 2. In section 3 we define the new operation in FM validation (inconsistency-prevention). Empirical results are presented and discussed in section 4. Finally, discussion and conclusion in section 5.

2. Related Work

Mannion [4] was the first to connect propositional formulas to feature models., but the model did not detect the dead features or inconsistency. Zhang et al. [5] defined a meta-model of FM using UML core package. Zhang only validated consistency-check during configuration. Benavides et al. [6] proposed a method for mapping feature model into constraint solver. This model was mainly developed for the analysis of SPL-based FM, rather than validating it. Batory [7] proposed a coherent connection between FMs, grammar and propositional formulas, represented basic FMs using context–free grammars plus propositional logic. This connection allows arbitrary propositional constraints to be defined among features and enables off-the-shelf satisfible solvers to debug FM. Batory’s method validated FM within application engineering process (in product derivation), and it detected one type of inconsistency (one-to-one) and
did not detect the dead features. Although Janota[8] used higher-order logic to reason feature models, unfortunately no real implementation has been described. Thang[9] defined a formal model in which each feature was separately encapsulated by a state transition model. The aim of the study is to improve consistency verification among features, there is no mention for inconsistency or dead features. Czarnecki[10] proposed a general template-based approach for mapping feature models, and used object-constraint language (OCL) in [11] to validated constraint rules. In [3] we proposed rules for consistency constraint check. These rules are different from other methods (to validate consistency check) by considering and dealing with variation point constraints.

Trinidad[12] defined a method to detect dead features based on finding all products and search for unused features. The idea is to automate error detection based on theory of diagnosis [13]. This model mapped FM to diagnose-model and used CSP to analyze FM. Our proposed method to detect dead features [3] has less cost than Trinidad’s because it searches only in three predefined cases, i.e. in domain engineering process. Validating FM in domain engineering is one of the main contributions of our proposed method. Segura et al. [14] used atomic set as a solution for the simplification of FMs. Segura scaled the work using random data generated by FAMA [15]. White et al. [16] proposed a method for debugging feature model configurations. This method scales as models with over 5,000 features are randomly generated by FAMA. Our proposed method is a collection of predicates; therefore it has high degree of flexibility, e.g. it can be partitioned regarding specific features. As we proved in [3], the proposed method is the first that deals with inconsistency. Moreover it addresses the validation operations (inconsistency-detection, dead feature detection, and explanation. In this study, we define inconsistency-prevention as a fourth operation applied to domain engineering (rather than configure a solution and validate it), which enhances the maturity of SPL. In the next section we illustrated the fourth operation (of the proposed KB method [3]) inconsistency prevention.

3. Knowledge-base method to validate FM:
Inconsistency-prevention Operation

In our previous work [3], we defined and illustrated three operations: i) explanation, ii) dead feature detection, and iii) inconsistency-detection. In this section inconsistency-prevention is defined as fourth operation, and later experiments (which are designed to evaluate scalability of our proposed operations) are explained and results are discussed. In addition to validating existing FMs, the proposed method can be used to prevent inconsistency in FM by adding new relations (exclude/require).

The following parts of this section are defining the prerequisite process and illustrating the rules of inconsistency-prevention operations.

3.1. Prerequisite Process

The prerequisite process for inconsistency-prevention and inconsistency-detection operations is converting all forms of inconsistency into one-to-one relation form.

Inconsistency Forms

Inconsistency in FM, could be categorized in four groups:

Many-to-Many inconsistency:

In many-to-many inconsistency a set requires other set while the required set excludes the first one. E.g. 

\[
(\{A_1,A_2,...,A_n\} requires \{B_1,B_2,...,B_n\})\ and \ (\{B_1,B_2,...,B_n\} excludes\{A_1,A_2,...,A_n\})
\]

Other possible scenario, a set can requires other set while some features of the required set excludes some features of the first one. E.g.:

\[
((A,B,C) requires (D,E,F)) \ and \ ((G,F,H) excludes (A , B,C)).
\]

The constraint dependency could be between two or more sets.

Many-to-One inconsistency:

A set of features has constraint dependency relation (require/exclude) with one feature while this feature has a contradiction relation to this set or to some of its elements. e.g.

\[
((A,B,C) requires D) \ and \ (D excludes (B,C)).
\]

One-to-Many inconsistency:

One feature has constraint dependency relation (require/exclude) with a set of features while this set has a contradiction relation to this feature.

One-to-One inconsistency:

One feature has a constraint dependency with one feature while the second feature has a contradiction relation to the first feature. e.g.(A requires B) and (B excludes A).

In [3], we defined and illustrated five rules to detect One-to-One inconsistency. To detect other forms of inconsistency we need first to extend Many-to-Many, Many-to-One, and One-to-Many to represented as feature-to-feature relation. The following rule extends forms of inconsistency to feature-to-feature relation:

\[
\forall i : \{A_i | 1 <= i <= n\} \ relation \{B_j | 1 <= j <= m\} \Rightarrow A_i \ relation \ B_j
\]

Where \(relation\) represents constraint rule (excludes/requires).

Example:

Many-to-Many inconsistency ((A,B) require (D,E)) and ((G,E) excludes(A,B)) can be extended to ((A requires D) and (A excludes E) and (B requires D) and (B requires E)) and (G excludes A) and (G excludes B) and (E requires A) and (E excludes A) and (}
E excludes B) feature-to-feature relation.

3.2. Inconsistency-prevention Rules
Inconsistency in feature model is a relationship between features that cannot be true at the same time[2].
To avoid inconsistency (prevent inconsistency) the following rules are proposed:

i. $\forall x, y, z: \text{type}(x, \text{variant}) \land \text{Type}(y, \text{variant}) \land \text{requires}_v_v(x, y) \land \text{Type}(z, \text{variant}) \land \text{requires}_v_v(y, z) \implies \text{requires}_v_v(x, z)$.

ii. $\forall x, y, z: \text{type}(x, \text{variationpoint}) \land \text{Type}(y, \text{variationpoint}) \land \text{requires}_v_v(x, y) \land \text{requires}_v_v(y, z) \land \text{requires}_v_v(x, z)$.

iii. $\forall x, y, z: \text{type}(x, \text{variant}) \land \text{Type}(y, \text{variant}) \land \text{requires}_v_v(x, y) \land \text{requires}_v_v(y, z) \land \text{requires}_v_v(x, z)$.

iv. $\forall x, y, z: \text{type}(x, \text{variant}) \land \text{Type}(y, \text{variant}) \land \text{requires}_v_v(x, y) \land \text{requires}_v_v(y, z) \land \text{requires}_v_v(x, z)$.

v. $\forall x, y, z: \text{type}(x, \text{variant}) \land \text{Type}(y, \text{variant}) \land \text{requires}_v_v(x, y) \land \text{requires}_v_v(y, z) \land \text{requires}_v_v(x, z)$.

vi. $\forall x, y, z: \text{type}(x, \text{variationpoint}) \land \text{Type}(y, \text{variationpoint}) \land \text{requires}_v_v(x, y) \land \text{requires}_v_v(y, z) \land \text{requires}_v_v(x, z)$.

vii. $\forall x, y, z: \text{type}(x, \text{variant}) \land \text{Type}(y, \text{variant}) \land \text{requires}_v_v(x, y) \land \text{requires}_v_v(y, z) \land \text{requires}_v_v(x, z)$.

The outputs of this operation are new constraint dependency rules added to the KB (domain engineering) to sustain the consistency.

4. The Experiment
We developed an algorithm to generate random FM. (predicates form) We have three assumptions: i) each variation point and variant has unique name, ii) each variation point is orthogonal, and iii) all variation points have the same number of variants. The main parameters are the number of variants and the number of variation points. The remaining eight parameters (common variants, common variation points, variant requires variant, variant excludes variant, variation point requires variation point, variation point excludes variation points, variant requires variation point, and variant excludes variation point) are defined as a percentage. The number of variant-related parameters (such as; common variant) is defined as a percentage of the number of variants. The number of variation point-related parameters (such as; variant requires variation point) is defined as a percentage of the number of variation points. For each number of variant/variation point we made ten experiments, and calculated execution time as average. The experiments were done with the range (1000-20000) variants, and percentage range of 10%, 25%, and 50%.

4.1. Empirical Results
4.1.1. Explanation: To evaluate the scalability of this operation, we define additional parameter, the predicate select$(V)$: where $V$ is random variant. This predicate simulates user selection. Number of select predicate (defined as a percentage of number of variants) is added to the KB (domain engineering) for each experiment, and the variant $V$ is defined randomly (within scope of variants). Figure 2 illustrates the average execution time.

4.1.2. Dead Feature Detection: For Figure 3 illustrates the average execution time. For (20,000) variants and 50% of constraint dependency rules, the execution time is 3.423 minutes which can be considered good time, White et al.[16] scaled their work by 5,000 feature in one minute. The output of each experiment is a result file containing the dead variants.

4.1.3. Inconsistency-Detection: Figure 4 illustrates the average execution time to detect inconsistency in FM range from 1000 to 20,000 variants.

4.1.4 Inconsistency-prevention: new dependency rules (requires/excludes) should be added to the KB to prevent inconsistency. Figure 5 illustrates the average execution time to prevent inconsistency in FM range from 1000 to 20,000 variants.

Figure 2: Explanation Results

5. Conclusion
The proposed method deals with the complexity of validating product line based feature model. It is the first method that detects an inconsistency in FM of all types. Moreover, it explores the existing relations and prevents future inconsistency. The validation process (dead feature detection, inconsistency-detection, and inconsistency-prevention) should be applied to domain engineering which guarantees error free domain engineering. Error-free domain engineering (one of the main contributions of the proposed method) promises generation of valid applications. Many methods are applying empirical results to test scalability by generating random FMs [5, 13, 16]. Comparing with literature, our test range (1000 – 20,000 features) is...
sufficient to test scalability.

Figure 3: Dead-feature Detection Result

Figure 4: Inconsistency-Detection

Figure 5: Inconsistency-prevention Results
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Abstract

The verification of variability models is recognized as one of the key challenges for automated development of product lines. Some computational tools have been proposed to verify product line models and product line configurations models. VMWare is a tool integrating different criteria to verify structural and semantic correctness of models derived from the FORE metamodel. Our tool gives the possibility of (i) build feature-based product line models and product line configuration models, (ii) verify their structural and semantic correctness in a completely automated manner and (iii) import/export them in XMI files.

1. Introduction

Feature Modelling is a mechanism to represent requirements in the context of Software Product Lines (SPL). A Feature Model (FM) defines features and their usage constraints in product-lines (PL). Their main purposes are: (i) to capture feature commonalities and variabilities; (ii) to represent dependencies between features; and (iii) to determine combinations of features that are allowed and disallowed in the product line. A feature is a product characteristic that some stakeholders (e.g. users, sellers, engineers, customers) consider important to include in the description of the product line.

Automated analysis of FMs is recognized in the literature as an important challenge in PL engineering and is considered as an open issue by many SPL researchers [1], [2], [4], [10]. Verification of FMs is important for industry because any error in a Product Line Model (PLM) will inevitably affect the configuration models (PLCMs) and thereafter final products. By verification of FMs we mean the formal process of determining whether or not they satisfy well defined verification criteria. Verification criteria can be determined either by means of properties of the specification itself, or by means of a collection of properties of some other specification. FMs correctness includes structural correctness and semantic correctness.

This paper presents a prototype tool for PLMs and PLCMs construction and verification. The tool is based on a framework for the automated analysis of feature models. Broadly speaking, it allows: (i) creating PLMs and PLCMs; (ii) verifying structural correctness criteria of PLMs and PLCMs; (iii) verifying semantic correctness of PLMs; and (iv) verifying PLCMs in regard to PLMs. The implementation is based on a three-layer architecture and uses XMI files as a mechanism to exchange the FMs with other tools.

The remainder of the paper is structured as follows. Section 2 gives a brief overview of feature modeling and of the verification process. Section 3 describes the functionality and provides some implementations details of the framework. Section 4 concludes the paper and describes future works.

2. Feature Modeling and Verification

Feature modeling is the activity of identifying externally visible characteristics of products in a domain and organizing them into a feature model. The notation considered in this paper is FORE notation (Feature Oriented Requirements Engineering) [3].

The characteristics of the FORE notation are:

- a feature diagram is a Directed Acyclic Graph (DAG);
- a feature is represented by a node of this graph;
- relationships between features are represented by links. There are two types of relationship, namely variant dependency and transverse dependency;
- variant dependencies can be mandatory or optional. The collection of features related by variant dependencies take the form of a tree;


• **transverse dependencies** can be of two kinds: the excluding one or the requiring one;
• **optional** relationships with the same father can be grouped into a bundle. A relation can be member of one and only one bundle;
• a bundle has a cardinality that indicates the minimal and maximal number of features that can be chosen. The meaningful cardinalities are: 0..1, 1..N, N, N, 0..0, 1..p, 1..p..N, m..p, 0..* and 1..*;
• graphically, a bundle of variant dependencies is represented by an arch that related all the implicated relations;

The FORE notation fits the construction of PLMs, while eliminating many ambiguities. However, there are no well established guidelines to identify structural and semantic errors in FORE models.

The FM verification process that we propose can be summarized in Figure 1. The process is structured around two cycles, the first one corresponds to PLMs verification and the second one corresponds to PLCMs verification.

![Figure 1. FORE-based PLMs and PLCMs correctness verification process.](image)

### 2.1. Verify the structural correctness criteria of the Feature Model

Structural correctness concerns: (i) the correspondence between the model and the language in which the model is written; and (ii) the alignment between the model and a set of structural properties that any model of the same type must respect.

The purpose of the VMWare tool is to automatically verify FORE-based models according to a collection of well defined criteria [11]. To achieve this, we have divided the collection of criteria into three groups: (i) general criteria that every FORE-based FM shall respect; (ii) criteria specific to PLMs; and (iii) criteria specific to PLCMs.

In order to build a complete and consistent list of criteria, we undertake a state of the art of computational tools for construction of variability models supporting their automated verification. A summary of the criteria supported by the analysed tools are presented in Table 1.

| Table 1. Structural and semantic correctness criteria (not) implemented in related tools. |
|---|---|---|---|---|---|
| Modeling Formalism | FORE Constraints | FOR A* / Class | FOR E | FOR M | FOR E |
| PLCM Verification | Y | Y | Y | Y | Y |
| PLM Verification | Y | N | Y | Y |
| Criteria | | | | | |
| Root uniqueness | Y | N | Y | Y | N |
| Child-father uniqueness | Y | Y | Y | N |
| Ordered cardinality | Y | N | N | N | N |
| Applicable cardinality | Y | N | N | N | N |
| Optional features | Y | N | N | Y | Y |
| and include dependencies coherence | | | | | |
| Mandatory features | Y | N | N | Y | Y |
| and exclude dependencies coherence | | | | | |
| Well limited cardinalities | Y | N | Y | N | N |
| Consistency between transversal dependencies and cardinalities | Y | N | N | N | N |
| No dead features | Y | N | N | Y | N |
| DAG Structure | Y | ? | Y | N | N |
| Richness – No void feature models | N | Y | N | ? | Y |
| PLM’s compliance to the corresponding PLM | Y | Y | Y | N | N |
| Traceability | Y | ? | P | Y | Y |
| Uniqueness | N | ? | ? | Y | N |
| Pertinence | N | ? | ? | Y | N |
| Modifiability | N | ? | ? | Y | N |

**Legend:** Y = Yes, N = No, P = Partially, ? = unavailable information

* FODA with cardinality-based feature modeling.
* [http://www-lufg3.informatik.rwth-aachen.de/TOOLS/requiline](http://www-lufg3.informatik.rwth-aachen.de/TOOLS/requiline)
The criteria that we have chose for VMWare are defined below.

**General criteria**

1. **Root uniqueness:** The PLM should have only one root element.
2. **Child-father uniqueness:** A child feature should have one and only one father.
3. **Tree structure:** Variability structure of PLM, as well as PLCMs should be represented as connected and acyclic graphs.

**PLM criteria**

1. **Ordered cardinality:** All features grouped by a cardinality should be ordered in a consecutive manner.
2. **Applicable cardinality:** All features intervening in a cardinality should be optional.
3. **Optional features and include dependencies coherence:** This state of structural correctness criteria is respected when a feature is not at same time: mandatory and exclude dependent.
4. **Mandatory features and exclude dependencies coherence:** The state of structural correctness criteria is respected when a feature is not simultaneously: optional and require dependent.
5. **Well limited cardinality:** The state of structural correctness is respected when: (i) superior limit $\geq ||\text{bundle}||$; and (ii) there are no cardinalities where both boundaries have 0 value (e.g. “0.0”), or the superior limit is lower than the inferior one, or where the inferior limit is a negative number.
6. **Consistency between transversal dependencies and cardinalities:** This criterion is determined by three conditions: (i) cardinality of bundle should be well formed; (ii) if a feature is involved in a bundle, then this feature cannot be related by a transverse relationship with other feature of the same bundle; and (iii) the same feature must not belong to two different bundles.
7. **No dead features:** It should be possible to include every feature in a PLM in at least one PLCM.
8. **DAG structure:** In a PLM it is forbidden to find a collection of features forming a cycle by means of Transversal Dependencies and/or Variant Dependencies. In order to evaluate this criterion, variability dependencies are enriched with a direction from the father to child. Transversal dependencies preserve its original directions. Thus, errors like exclusion (inclusion) of an ancestor and vice versa are identified.

Each of these criteria has been formally specified using first order logic predicates [11]. This allows implementing verification systematically using a SAT-like solver. For example, criterion *child-father uniqueness* was formally defined as follow:

$$\forall(\text{feature } P, \text{feature } C) \in \text{PLM}. \ FatherFeature(P) \land \ ChildFeature(C) \land (C \ childOf \ P) \land ((C \ Mandatory \ P) \lor (C \ optional \ P)) \Rightarrow |C \bullet P| \land |C \circ P| = 1$$

Where “$\bullet$” represents a mandatory and “$\circ$” an optional relationship between father and child features.

**3. Implementation**

The technologies used in the development process of our tool are:

(i) The Microsoft .NET Framework v2.0.50727 provided the general libraries.
(ii) Its source code was written using Microsoft Visual Studio 2005.
(iii) XmlExplorer Controls V1.0.0.0 was used in order to handle XML files, to record models and to handle interoperability with other CASE tools.

**Functionalities**

VMWare tool allows creating three types of specifications:

(i) Product line models using the FORE notation.
(ii) Product configuration models, in the adequate subset of FORE as described earlier.
(iii) Textual product line constraint specifications.

Our goal is to support the specification of other kinds of models such as goal models, aspect models, etc. A project is a set of several models, one by default. It includes the following functionalities:

1. Create a PLM.
2. Export and import PLM and PLCMs using an XMI file. This functionality allows communicating models from and to other applications.
3. Verify structural and semantic (partially) correctness of product line models.
4. Create and verify PLCMs, compared to a PLM. The set of verified criteria on PLCMs are: root uniqueness, child-father uniqueness, feature existence and PLM’s constraint satisfaction.

**Example**

In VMWare, users can create or open either a project or a specific model. The “verification” menu offers to users the functions that allow choosing the different verification criteria. Figure 2 gives an example of the feedback provided by the tool after the verification of the structural correctness of a FM. In Figure 2, Feature...
1 and Feature 2 are mandatory features that are linked by an \textit{excludes}-type relationship.

![Diagram of PLM with features](image)

**Figure 2.** Identification of structural error in a PLM.

In order to verify semantic correctness of a PLM, it is necessary to check: (i) PLCMs’ compliance to the corresponding PLM; and (ii) PLM’s richness and traceability, uniqueness, pertinence, modifiability and usability of each feature. In order to check PLCMs’ compliance, it is necessary to verify the \textit{Feature existence} (every feature in a PLCM must also be a member of the PLM) and the \textit{PLM’s Constraint satisfaction} (PLCMs’ structure must to be according to PLM’s structure and restrictions). At this moment, we are working in formal definition of these criteria; they are not implemented in our tool yet.

4. Conclusions and Future Works

Our goal is to develop a generic method that would automatically help verify any kind of specification based on one or several VMs. We believe that the semantic verification criteria can be defined in a generic level at which any model can be checked. We are currently experimenting the use of constraint languages \[6\] on top of which these generic semantic verification criteria would be specified. The semantic verification process shall consist in a transformation of the verified model into a constraints program, and in a semantic verification of the constraints program. So far structural verification is concerned, we hope to be able to instantiate meta model-specific verification criteria from an ontology on generic criteria associated to an ontology on general meta-model concepts.

VMware is not a mature tool yet, and many improvements remain, such as: (i) to support the definition and verification of VMs; (ii) to implant the multi-model verification criteria to validate consistency between PLM and PLCMs as well as between multiple PLMs; (iii) to implant other semantic correctness properties to verify and validate, like traceability, uniqueness, pertinence and modifiability of features and its relationships; and (iv) to support incremental verification.
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Abstract

This paper is a contribution to the improvement of requirements engineering in the context of the Cycab domain. The Cycab is a public vehicle with fully automated driving capability. In a previous work we proposed some extensions to the KAOS goal-oriented metamodel in order to enable explicit representation of variability at the early stage of requirements engineering. In this paper, we are interested in a software tool that implements the extended KAOS metamodel. The tool provides a GUI, which helps the designer to model Requirements Family Model (RFM) and then derive, according to the stakeholders needs, Specific Requirements Models (SRM) from the family model.

1. Introduction

This work is done as part of the TACOS1 project whose aim is to define a component-based approach to specify trustworthy systems from the requirements phase to the specification phase, in the Cycab transportation domain [1].

We need a requirements engineering approach, which addresses the early stage of requirements engineering during which stakeholders intentions are explored and different alternative ways to satisfy these intentions are investigated. Goal approaches have proven usefulness for that purpose.

Furthermore, the development of Cycab vehicles takes time, requires frequent testing and leads to constant evolution. Therefore, the embedded software that makes the cycab vehicle run is subject to ongoing changes. Thus, Cycab software development would be greatly productive if design effort could be capitalized for reuse. One of the ways to accomplish this is through variability modelling.

In previous work [5], we have presented some extensions to the KAOS goal oriented metamodel, in order to enable explicit representation of variability at goal level. This paper presents a software prototype that implement the extended metamodel. The tool helps the designer to build Requirements Family Model (RFM) and then to derive according to the stakeholders needs, Specific Requirements Models (SRM) from the family model.

The paper is organized as follows: Section 2 presents an overview of our approach. The implementation of the extended KAOS metamodel is presented in Section 3. Section 4 discusses related work. Finally, Section 5 concludes with some remarks about the results and future work.

2 Background

2.1 Overview of the supported approach

In the proposed approach, we attempted to apply reuse-based techniques at goal level. These techniques are inspired by the field of software product lines engineering [3] and domain engineering [4]. Figure 1 summarizes this approach.

The domain level provides the Requirements Family Model (RFM), which enables the description of the large diversity of applications of the same domain by

---
¹ The TACOS project (Ref. ANR-06-SETI-017) is partially supported by the French National Research Agency
identifying and expressing the common and variable requirements at goal level. The application level enables the building of specific requirements model. Its main component is the Building and adapting process that purpose is to derive the specific requirement model from the RFM, according to the needs of the stakeholders.

To specify a Requirements Family Model, we have chosen the KAOS (Knowledge Acquisision in autOmated Specification) goal-oriented approach [2]. However, this approach has not been originally designed to address variability-based systems. For this purpose, we proposed some extension in previous work in order to explicitly take into account variability concerns [5]. We call this extension Kaos Variability MetaModel (KVMM).

2.2 The KVMM

The main objective of the extensions made to KAOS is to make explicit 'what does vary' in the KAOS sub-models and 'how does it vary'. The 'what does vary' is captured thanks to the concept of variation point while the 'how does it vary' is described through the concepts of facet and variant. The concepts of facet and variant, together with the various relationships between them form the variability model. This model focuses on the relevant domain knowledge that presents multiple dimensions. It aims at structuring and organizing this knowledge for understanding and reusability.

The concept of variation point provides a means to make explicit variability in the KAOS sub-models. It relates these sub-models to the variability model

A facet is defined as a viewpoint or a dimension having an interest for a domain. A facet is described by the properties: name, description. For instance, the facet F1 has the name : "localization mode" and the description "to compute the vehicle position".

A facet is closely attached to one or more variants. A variant is defined as a way to realize a facet. For example, a Cycab may be localized by using a GPS sensor (Global Positioning System) or a WPS sensor (Wifi Positioning System) or an internal sensor or a combination of those three variants. Thus, to the facet "F1: localization mode" are attached the following variants: (V1: GPS, V2: WPS, V3: internal sensor). A variant is described by the following properties: name, description, cost, rationale. For instance, one of the variant of the facet F1 has a name "GPS", a description "localization by measuring signal propagation time from different satellites", a cost $0$ and a rationale "efficient if the localized area is not surrounded by high buildings".

3 Implementing the KAOS Variability MetaModel (KVMM)

In this section, we present a prototype implementation of the KVMM. The aim of this prototype is to provide guidance for the three following tasks: specification of a RFM as instance of the KVMM, generation of specific models from the RFM, and specification (and verification) of constraints over these models.

Three main options can be envisaged to develop this tool: (1) extending the KAOS Objectiver tool, (2) developing our own tool by using a generator for model editors such as Eclipse Modeling Framework (EMF) along with model transformation languages, (3) adapting a generic variability environment. We eliminated the first option because Objectiver is not an open source tool and we chose the third option because this solution significantly reduces the development effort. We adopted XFeature [6], [7] a generative environment for family instantiation to implement our prototype.

3.1 The modeling approach

XFeature provides a modeling approach that explicitly recognizes two main levels of modeling: family level and application level. Figure 2 shows an overview on how this modeling approach is applied to the KVMM.

![Figure 2 the modeling approach](image)

At the family level, the user can create a Requirements Family Model (RFM) as instance of the KVMM. At the application level, the RFM is then automatically transformed thanks to transformation rules, in order to generate the Specific Requirement MetaModel (SRMM). This later defines the language that should be used to express the Specific Requirement Models (SRM).

In the present version, XFeature does not provide a tool to create and edit the KVMM, thus, it is therefore manually created and integrated.

3.2 The tool architecture

Each metamodel (KVMM and SRMM) is specified as an XML schema.
4 Related Work
It has been recognized that the effective variability modelling is dependent on the available tool support. In the context of SPL, many tools have been proposed to support variability modelling [6], [8], and [9]. Most of them have implemented models integrating feature trees, interrelations between features, cardinalities and so on. However, these models mainly focus on the specification phase. The prototype presented in this paper allows support of variability modeling at the early stage of requirements engineering.

5 Conclusion
In this paper, we have presented a software prototype to support variability modelling at goal level. This tool aims at helping the designer to create requirements model for a family of application and then derive specific requirements model. The implementation of this tool is based on Xfeature, a configurable environment that supports the creation of product family.

Future work should take place in two areas: (1) adapting Xfeature to automatically support the creation of KVMM, and (2) customizing the tool in order to obtain graphical notations similar to the ones proposed in Objectiver (Kaos tool).
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