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Abstract

This ICB Research Report constitutes the proceedings of the following four workshops which were held on Tuesday, 29th June 2010 as part of the Requirements Engineering: Foundation for Software Quality (REFSQ) conference 2010 at the University of Duisburg-Essen.
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- First Workshop on Requirements Prioritization for customer-oriented Software-Development (RePriCo)
- First Workshop on Requirements Engineering in Small Companies (RESC)
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1 Preface

Since 1994, when the first REFSQ took place, Requirements Engineering (RE) continued to be a dominant factor influencing the quality of software, systems and services. In the past, REFSQ has been organised in conjunction with other conferences, mainly the International Conference for Advanced Information Systems Engineering (CAiSE). The strong interest in RE and the highly interactive event format of REFSQ contributed to REFSQ maturing to one of the leading international forums to discuss RE and its relations to quality. In 2010, for the first time, REFSQ was organised as stand-alone working conference. This provided the opportunity to initiate a series of REFSQ workshops.

We invited researchers and practitioners to submit workshop proposals to further intensify the exchange of early results, ideas, experiences and to stimulate new and emerging issues in the RE field. The final workshop programme included four half-day workshops on topics as diverse as Creativity in Requirements Engineering organised by Jörg Dörr, Andrea Herrmann, Klaus Schmid and Kurt Schneider; Product Line Requirements Engineering and Quality organised by Anil Kumar Thurimella, Dirk Janzen and Klaus Schmid; Requirements Prioritization for customer-oriented Software-Development organised by Georg Herzwurm, Benedikt Krams, Wolfram Pietsch and Sixten Schockert; and Requirements Engineering in Small Companies organised by Simone Bürsner, Thorsten Merten, Barbara Paech and Jörg Dörr.

We thank all workshop organisers for their efforts in attracting workshop papers, organising the reviews, holding the workshops and compiling the workshop proceedings. We would like to extend our thanks to Philipp Schmidt for his support to finalise this proceedings volume and to Paluno – The Ruhr Institute for Software Technology for sponsoring this proceedings volume. Finally, we are in debt of the supportive team who organised the workshop website, the location, the registration office and the local support on the conference premises.

Andreas Gehlert and Ernst Sikora

REFSQ Workshop Chairs
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1 Technical Program

The CREARE workshop took place as a half-day workshop on the 29th June 2010 in Essen (Germany). The following two presentations were given, followed by discussions:

- Daniel Kerkow, Sebastian Adam, Norman Riegel, Özgür Ünalan: “A Creativity Method for Business Information Systems”
- Luisa Mich, Daniel M. Berry, and Alessio Alzetta: “Individual and End-User Application of the EPMcreate Creativity Enhancement Technique to Website Requirements Elicitation”

2 Introduction

Requirements Engineering not only demands a systematic approach for eliciting, operationalizing and documenting requirements and for solving their conflicts, but requirements engineering also is a creative activity. It demands the stakeholders to create visions of a future software system and to imagine all its implications. Creativity techniques can support this creative part of requirements engineering.

This workshop brought together requirements engineers from industry and researcher who are interested in discussing the role of creativity in requirements engineering, and how and which creativity techniques can be applied to requirements engineering. The workshop served as a forum for the interchange of experience and research results. It also aimed at raising awareness in the RE community for the importance of creativity and creativity techniques.

The two presentations raised discussions about questions like: How to guide a creativity workshop? How much fun is allowed in software engineering? How to
investigate creativity in a repeatable and measurable way? How to measure the quality – instead of quantity – of ideas created?

There certainly is potential for future research on creativity in requirements engineering.

We thank our program committee for their support:

Maya Daneva, University of Twente, The Netherlands
Joerg Doerr, Fraunhofer Institut IESE, Germany
Ralf Fahney, FAHNEY Anforderungsingenieurwesen GmbH, Germany
Andrea Herrmann, University Braunschweig, Germany
Anne Hoffmann, Siemens AG, Germany
Sara Jones, City University London, United Kingdom
Daniel Kerkow, Fraunhofer Institut IESE, Germany
Klaus Schmid, University of Hildesheim, Germany
Kurt Schneider, Leibniz Universität Hannover, Germany
Roel Wieringa, University of Twente, The Netherlands
Konstantinos Zachos, City University London, United Kingdom

For further information, please see: http://sites.google.com/site/creare2010/
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Abstract. This paper presents procedural guidance for performing activities of creative problem-solving within systems engineering. We have applied this method in four case studies in different domains, slightly varying the techniques applied. This paper describes the experience gained and gives recommendations. Furthermore, the procedure integrates itself seamlessly into an overall systems development framework.

Keywords: Requirements Engineering; Creativity; Innovation; Process; Best Practices

1 Introduction

How to get from a problem to a solution is a very psychological thing, and thus, very hard to formalize. Sometimes, ideas for improvement are obvious and do not need any specific creativity. It, for instance, a business process includes three sequential steps, which could also be done in parallel, the idea for improvement is directly visible. However, when new technology is needed to improve the efficiency or effectiveness of, or the satisfaction with, business processes significantly, it might be helpful to apply creativity techniques to identify innovations. Especially for companies striving to offer new products and services, innovations that go beyond solving simple problems must be found however, innovation does not evolve automatically, and even systematic engineering approaches do not lead to innovation without applying techniques that foster the latter. For this reason, we recommend developing ideas for improvement using established creativity techniques, e.g., [1], also in the context of business processes.

The decision on whether to apply these techniques in an explicit creativity workshop depends on the desired degree of innovation or the challenge to find good ideas for solving existing problems. The higher the desired degree of innovation or the higher the challenge to find good improvements, the more useful a creativity workshop typically is. Hence, the main purpose of a creativity workshop is to find innovative ideas for future products that go beyond the state of the art.
In this paper, we will first of all introduce the cognitive principles of creative problem solving, as they are described in psychological models of thought. Then, in section 3, we present the procedure we apply for planning and performing a creativity workshop. Finally, in section 4, we present four case studies, the differences in the procedure, and the lessons learned in these applications.

2 Principles of creativity

As Schmid presented in his thorough analysis of creative problem solving [2], there are several principles for creativity. Applying these principles to atomic cognitive elements (e.g., an idea, a concept, or a product) leads to a variation of these elements. The degree of variation can be expressed via probabilities. Very unusual variations that lead to highly innovative ideas are of inherently low probabilistic. We call such large steps, in which the components of an idea are significantly changed, replaced, restructured and transformed into something completely new, a “transformation”. Beyond this, rather common variations are very probable. These variations are called exploration or combination.

![Principles of creativity](image)

**Fig. 1.** Principles of creativity

Figure 1 illustrates some principles behind the different types of variation. The exploration of an idea space uses principles such as simple associations, for instance.
Combination, in contrast, rather requires alienation or analogy, whereas complete transformation uses principles such as inference or forgetting. Finally, evaluation is mainly based on argumentation or reduction. As Maiden et al. [3] show, creativity requires iterative oscillation from variation to evaluation, also known as divergence and convergence.

Besides these principles, typical problem-solving processes can be found in the literature, for instance CPS (creative problem solving) proposed by Boden [4] and IPC (information processing model of creativity) described by Schmid [2]. Both processes provide a procedural model of steps and mental activities that have to be followed in order to creatively solve a problem.

Based on these principles and processes, a multitude of creativity techniques have sprung up. Prominent examples are Brainstorming [5], Morphological Analysis [6], Six Thinking Hats [7], Synectics [8], and TRIZ [9].

Our creativity workshop concept presented in the following section utilizes these techniques, among others, and integrates them into the process of information systems engineering. This process takes advantage of activities that according to CPS and IPC start with a preparation of preexisting information, such as problems, wishes, and goals. It then continues with active and non-active problem-solving activities. Incubation is an important non-active step in creativity, in which the so-called “heureka” effect happens, i.e., uncontrolled restructuring steps in human cognition lead to sudden innovative findings. The importance of the incubation step has been empirically proven by Dodds et al. [10]. Finally the resulting ideas must be evaluated.

It has to be noted that our creativity workshop concept has been strongly inspired by the work of Maiden et al. [3, 11] and Schmid [2]. The novelty is therefore mainly the procedural integration into Fraunhofer IESE’s requirements engineering approach “TORE” [12], as well as a procedural description of how to perform creativity workshops in the context of business information system development. Furthermore, while authors like El-Sharkawy et al. [13] focus more on semi-automated support for creative problem solving, our concept rather supports the human activity among participants of a workshop.

3 A Creativity Workshop for Business Information Systems

In this section, our creativity workshop concept for business information systems is introduced. As already mentioned, this concept is strongly influenced by the work of Maiden et al. [3], which we have evolved towards a standardized procedural method based on our own experience in recent years.

However, our standardized creativity method is not intended to be used at every level of abstraction. Rather, it is intended to support the transition from a given as-is (business) situation (e.g., traditional business processes, prevailing IT, or simply ways in which a user interacts with a technical system) towards an improved to-be situation (e.g., optimized business processes, including new technology, or new interaction metaphors). This means that the focus is on finding innovative solutions for problems that currently exist in business when an information system is used, while not going into too many technical details.
Our standardized creativity method consists of five phases and a parallel activity called “Storyboarding”. Whether all phases have to be applied and which activities should be performed depends on the concrete purpose of the workshop. When someone likes to get a completely new and concrete concept, then all phases should be applied. Convergence in particular, is important in this case. When someone just wants to get innovative ideas or a vague vision, the exploration and combination phase are more important.

Figure 2 shows the activities (ovals) and objects (rectangles) handled during a creativity workshop. In the following, the five phases are described in more detail.

- **Exploration**: The purpose of the exploration phase is to get an initial set of ideas. This phase should always be the first phase in a creativity workshop and should enable the participants to bring in the ideas they already have on the topic of interest (typically a problem area elicited before). All associations the participants already have are then collected and written on small cards that are arranged on a table. After around 45 minutes, a set of eight main topics should be identified. Then, a second turn should be started and ideas the people have regarding each of these main topics should be collected again. A very important point to make at this stage is that all ideas are welcome and no judgment about their feasibility should be made at this point in time.

- **Storyboarding**: Storyboarding is not a phase but a parallel activity that should support the incubation, combination, convergence, and transformation phases. After collecting an initial set of ideas during the exploration phase, these ideas should be brought into a scenario describing how a business process should be performed with new IT support in order to solve the problem area from which it was started. Important rules are that as many ideas as possible from the exploration
phase should be integrated, and that the storyboard should be continuously adapted to new ideas found during the workshop.

- **Incubation**: The purpose of incubation is to let the mind meditate about the ideas identified so far, to develop new ideas, or to combine the ideas with concepts already read or seen somewhere else before. It is important to keep attention away from the topic of interest so this process can be left to the subconscious mind. It is possible, for instance, to watch videos from similar domains, or just digress from the topic, e.g., by taking a walk. The incubation phase, in contrast to the subsequent combination phase, is a non-active phase, where the participants do not actively create or “do” anything. There is empirical evidence for the usefulness of this phase [10].

- **Combination**: The purpose of the combination phase is to investigate the ideas in greater depth and to develop new ideas that go beyond those already mentioned. Typically, three sub goals should be achieved. First, the existing storyboard and the existing ideas should be confronted with requirements a customer is interested in, or with constraints that are not negotiable (e.g., physical or political laws). This can be done by bringing in so-called trigger questions prepared for the workshop in advance. For instance, an important trigger question could be how the ideas developed so far are compliant with the security policies existing in the customer’s organization. By bringing in such triggers, the participants are asked to think about it and to adapt their storyboard accordingly. A second concept within the combination phase is the analysis and variation of the storyboard’s main properties and their values (e.g., using the method “morphologic box”). For instance, the work place could be identified as an important property in a scenario. Then, it should be analyzed whether the values currently assigned to the properties (e.g., “multitouch surface” as a value for the property “interaction device”) in the scenario are the most appropriate ones or whether better values such as “mouse & keyboard” would be more appropriate. By analyzing alternative combinations, it is thus possible to explicitly assess the quality of each scenario property. Finally, when serious problems exist and the participants do not have any idea for solving them, a further technique (“force-fit-game”) could be applied in which the participants are forced to be really creative by bridging words in a logical sense.

- **Convergence**: The purpose of the convergence phase is to find out which of the identified elements and ideas are really valuable for the intended purpose. Typically, many ideas are developed during a creativity workshop, but it seldom happens that all work or that all are related to the intended aims. Thus, defining a clear scope for the interactive system to be built is could be helpful, an important phase. To converge, the so-called “Product Box” technique [14], in which the stakeholders are asked to identify the really beneficial features found during the workshop day and to design a real product box that represents these features in a bold way. By building this box, the stakeholders develop arguments for why which feature could be helpful in a certain context. The Product Box technique should thus be applied as an effective prioritization technique. Especially the final presentation of these boxes helps to discuss in plenum the features and their benefit.

- **Transformation**: If the participants are not satisfied with the result of a convergence phase, it is possible to modify the defined “products” within the transformation phase. The transformation phase has the purpose of developing
variants of the “products” in order to assess whether they are more suitable than the original ones. This step results in a workshop summary describing the consolidated results.

However, a creativity workshop requires much preparation as it is very important to perform such a workshop in a relaxed, comfortable environment. Thus, an office or a normal meeting room is not appropriate, or needs to be prettified. Furthermore, even if a creativity workshop follows a clear method, it should be planned without any time pressure or strong agendas. All participants should be free to take breaks as they like. Only if the participants feel comfortable can they really be creative and develop innovations. For this reason, the techniques used in the workshop should be applied in a playful manner.

When participating in a creativity workshop for the first time, one might get a very esoteric impression. However, a creativity workshop is well founded in psychology, and works in the way that the applied techniques support people in their natural problem-solving capabilities. For instance, these techniques help to think about certain things explicitly, exchange existing ideas with other people, and combine or modify ideas with others.

Nevertheless, our creativity workshop concept does not deliver a solution that is directly implementable. Indeed, it delivers innovative ideas that have to be refined into clear requirements (e.g., to-be business process models, system use cases, etc.), and it supports getting a shared and common vision on a certain aspect. This step again requires a certain amount of creativity but it can usually be done offline by experienced requirements engineers. We are currently preparing a method to formalize this step.

However, careful consideration of the results (especially with regard to cost effectiveness and technical feasibility) is still required in order to design a “real” interactive system. In this regard, it is important to document all results of such a creativity workshop, e.g., by creating visual minutes.

In table 1, the detailed procedure of how to prepare and perform a creativity workshop according to our method is proposed.

<table>
<thead>
<tr>
<th>Name</th>
<th>Develop ideas for improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal</td>
<td>Develop solution concepts that aim at improving the as-is processes.</td>
</tr>
<tr>
<td>Precondition</td>
<td>Problem areas within the as-is processes and constraints have been elicited.</td>
</tr>
<tr>
<td>Involved stakeholders</td>
<td>Representatives of the process stakeholders on the customer side and the developers (from the developer organization).</td>
</tr>
<tr>
<td>Procedure</td>
<td><strong>Prepare the workshop</strong></td>
</tr>
<tr>
<td></td>
<td>1. Analyze the number of required participants. Typically, you need at least four people per problem area to be discussed. If you would need more than 40 persons to address all problem areas, prioritize the problem areas</td>
</tr>
</tbody>
</table>
based on your experience gathered in previous elicitation activities.

2. Organize a meeting and invite the participants, e.g., affected process representatives from the customer organization and representatives from the developer organization. If possible, talk to each person individually, sharing goals and expectations. If you address more than two problem areas, you will need two days for the workshop (due to the time required for the groups to present the results to each other).

3. Organize catering and a room for the workshop.
4. Prepare the room with whiteboards, flipcharts, cards, pens, pin board, cardboard boxes for each problem area, craft materials and tools, digital cameras, projectors, etc.
5. Arrange the room to create a comfortable atmosphere.
6. Consider the constraints identified in previous elicitation activities. If more than ten relevant constraints were identified, sort all soft constraints out. If still more than ten hard constraints exist, bring them into a prioritization order based on your experience gathered so far in the steps before. [Remark: Hard constraints are those which must hold in every case].
7. Prepare cards
   1. Write each problem area on a card.
   2. If you already have in mind an abstract system you plan to develop, write the name of this abstract system (e.g., a new workflow system) on a card.
   3. Transform each of the ten most important constraints into a trigger question or statement, and write each one on a card.
8. Collect any material you want to provide as external impressions (e.g., marketing videos, flysheets, etc.)

**Perform the workshop** [General rule: Take pictures of each end intermediate result]

1. Welcome the participants and explain the purpose of this workshop. Give a short overview of what will be done without explaining all steps in detail. Encourage the participants to actively participate even if the workshop will probably be uncommon for them.
2. Divide the participants into groups to address the different problem areas. In each group place the related problem area card on the table, and explain the concrete meaning (e.g. by given examples from the as-is situation).
3. Explain the lotus blossom technique [15] to each group. Then, let each group develop an initial set of ideas.
4. After about one hour, encourage the groups to transform their basic ideas into a storyboard explaining how the problem will be solved by the ideas gathered so far.
5. When you get the impression that the groups are ready and have drawn their initial storyboards, take a joint (lunch) break. Use the break to give the participants the possibility to look at the external (impression) material.
6. After a one-hour break, let the groups come together again.
7. Read in plenum the triggers one by one and ask the groups to develop answers in their storyboards. Make the trigger cards available (e.g., on a pin board) so that everyone can think about them again.
8. When you think that each group has incorporated the triggers into its storyboard, explain to the groups the morphological box technique [16]. Then, let each group apply this technique to its current storyboard, i.e., the
main properties of the storyboard and possible values for them are identified, and the “best” values are selected.

9. Ask the groups to modify their storyboards accordant to the results of the morphological box, if necessary.

10. If you have the impression that a group is not able to find appropriate solutions for the main problem area or an important sub-problem, apply the force-fit game [17].

11. When each group has developed a final version of its storyboard, ask the groups to build product boxes [14] that converge the ideas they have developed into a packaged product solution. Typically, a product box should not contain more than ten high-level features.

[If you have more than two groups, stop here on the first day].

12. Ask the groups to present the product boxes to each other. Encourage them to point out the features and the benefits they see for product users.

13. Ask the other participants whether they consider this product appropriate for the intended purpose, i.e., for the problems actually existing in the as-is situation. If not, use SCAM(M)PER(R) techniques [18] to transform the product into a product that is considered more beneficial.

14. Write down all final features of all product boxes and related problem areas they address on a whiteboard. Allow each participant to assign up to 20 points to the features per problem area in order to prioritize the features. Ask the participants to assess the features according to the benefit they expect with regard to a solution of the actual problems they have.

15. Summarize the results of the workshop and give all participants the possibility to comment on the results as well as on the workshop itself.

16. Give a short outlook on how the results of the workshop will be used.

### Consolidating the workshop results

1. Consider all intermediate results (e.g., storyboards, initial idea cards gathered by lotus blossom technique, morphological boxes, product boxes, etc.) and check whether some interesting ideas are mentioned that were not integrated into the final feature list following on any of these SCAM(M)PER(R). Add these ideas to the feature list used for final prioritization.

2. Create a workshop summary including the extended feature list and feature descriptions in order to understand the ideas developed by the workshop participants.

| Output | A list of ideas for improvement. |

We are aware that there are many other creativity techniques that could also be applied (e.g., see [11], [14], [19], [20]), but we have made good experiences with applying the techniques proposed above. Be brave to experiment using different techniques that serve the purpose.

### 4 Application in four projects and synthesis

In this section, the characteristics and experiences gained in four applications of the creativity workshop in different projects are presented. These projects varied in terms of domain, number of participants, preparation efforts, and selection of creativity techniques. Table 2 gives an overview of the characteristics of each project, especially
the differences between them. Some characteristics proved to be beneficial for innovative results, while others showed to have a negative impact. Each column of table 2 represents a different project.

**Table 2.** Comparison and variations of the different workshops

<table>
<thead>
<tr>
<th>Domain</th>
<th>Project 1</th>
<th>Project 2</th>
<th>Project 3</th>
<th>Project 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal of WS</td>
<td>Identify innovative processes and tools</td>
<td>Identify innovative processes and tools</td>
<td>Identify innovative processes and tools</td>
<td>Identify innovative methodologies</td>
</tr>
<tr>
<td>Results</td>
<td>good</td>
<td>good</td>
<td>Abstract and not covering solution space (only problem space)</td>
<td>Rather visionary, not covering solution space, (only problem space)</td>
</tr>
<tr>
<td>Agenda</td>
<td><strong>Day 1:</strong> Divergence Convergence Lunch Incubation Divergence Dinner Incubation <strong>Day 2:</strong> Convergence Evaluation</td>
<td><strong>Day 1:</strong> Divergence Convergence Lunch Incubation Divergence Evaluation</td>
<td><strong>Day 1:</strong> Divergence Convergence Lunch Evaluation</td>
<td><strong>Day 1:</strong> Divergence Convergence Lunch Evaluation</td>
</tr>
<tr>
<td>Exploration method</td>
<td>Lotus Blossom</td>
<td>Lotus Blossom</td>
<td>Lotus Blossom</td>
<td>Lotus Blossom</td>
</tr>
<tr>
<td>Combination/Transformation method</td>
<td>Morphologic Box; Force Fit; Trigger</td>
<td>Futuresenario; Storyboard</td>
<td>Storyboard</td>
<td>Futuresenario; Storyboard</td>
</tr>
<tr>
<td>Incubation methods</td>
<td>Videos; Talks; Pictionary</td>
<td>Talks</td>
<td>None</td>
<td>Videos</td>
</tr>
<tr>
<td>Convergence method</td>
<td>Storyboarding; Product box</td>
<td>Storyboarding; Featurelist</td>
<td>Storyboarding; Featurelist</td>
<td>Storyboarding; Product box</td>
</tr>
<tr>
<td>Evaluation method</td>
<td>Buy a feature</td>
<td>Give credits</td>
<td>Give credits</td>
<td>None</td>
</tr>
<tr>
<td>Degree of innovation</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Number participants</td>
<td>40</td>
<td>29</td>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>Group rotation</td>
<td>None</td>
<td>Experts rotated among groups</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Composition of group</td>
<td>Well chosen according to interests and expertise</td>
<td>Well chosen according to interests and expertise</td>
<td>Ad hoc</td>
<td>Well chosen according to interests and expertise</td>
</tr>
<tr>
<td>Number of moderators</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Briefing of participants</td>
<td>Well informed (written invitations and preparation workshop)</td>
<td>Excellent (personal contact with each participant beforehand)</td>
<td>Low (goal and procedure were not communicated, participants</td>
<td>Excellent (personal contact with each participant beforehand)</td>
</tr>
</tbody>
</table>
5 Synthesis of best practice

The most successful workshops were those performed in projects 1 and 2. The main differences between these and projects 3 and 4 were the number of participants and the amount of time (and money) invested for preparation and performance. Creative processes need time and the benefit of different moods that change during the course of the day. We gained the best results with a duration of 1.5 days. Another very important factor is the briefing, selection, and compliance of the participants. In the following section, we summarize the most important practices:

**Don’t start too late in a project:** Once a project reaches some significant progress, many thoughts are already there and many decisions have been inherently made. In late stages, it is very difficult to start thinking in new directions. Also, the benefits of the workshop seem rather low, since pre-existing ideas have mostly already found acceptance at that stage.

**Plan enough time:** Running out of time leads to unnecessary hurries and blocks creative thinking. Shortage of time also reduces the number of iterations between divergence and convergence. We experienced these iterations as beneficial for new ideas. We recommend spending 1.5 days for the workshop.

**Have fun, but not too much:** Creativity workshops are enjoyable; there is no doubt about this. There is a lot of communication, joking, talking about crazy ideas. In
between all this fun, one should not forget that the participants are working hard on these ideas, and that they probably have a personal commitment towards the project or the product. So remember to treat the results seriously. Communicate the benefits of the workshop and appreciate the efforts spent by the participants.

**Don’t oversimplify the prioritization and evaluation step:** One of the most difficult and most important steps of the process is the prioritization step. This can be a hard task for the participants. The result of the workshop might be a list with 50 features on different levels of abstraction, and the participants are asked to choose three of them as the most important ones. Support this decision-making step and provide a method for multi-criteria evaluation.

**Never start without prior analysis of the problem space in the domain:** Our kind of creativity workshop needs something to start with. If you start from scratch, you will be able to talk about anything and lose the focus. So we strongly recommend performing domain, market, problem and requirements analyses beforehand. This will enable you to choose the right experts as well as the best gadgets, videos, and talks. With the right amount of preparation, focusing on specific problems and moderating the group areas becomes an easy task.

**Don’t rotate participants unless there is enough time:** It seems to be a good idea to exchange participants among groups at a certain point in time. We made the experience that this leads to a loss of time. All information shared before must be repeated. Of course, the interference of the new participants can be very useful for the evolution of the ideas, but it takes a lot of time. We only suggest rotating participants when there is plenty of time.

**Contact people personally beforehand and clarify expectations and goals:** Compliant participants are your most important factor for succeeding in creativity. So take the time to call every single person before the workshop. Ask for goals and expectations; explain the procedure and the necessary preparation. Take the participant on board. Otherwise the workshop will most probably fail.

**Include good Incubation:** The necessity of an incubation phase has been shown by Dodds et al. [10]. So be courageous and plan incubation. Don’t be afraid of participant’s reactions to things like taking a walk, watching videos, playing games, or just practicing an hour of yoga.

**Choose participants carefully:** Take care to ensure optimal composition of the group. Try to screen the participants beforehand. There are people who are open for creative thinking and supporting techniques, and there are others who reject these. If you have the chance to elicit these characteristics beforehand: Do so and don’t invite the narrow minded fellows to the workshops. Include them in later or earlier steps, but don’t let them slow down the creative group process. Also try to install groups with an interesting mix of personal interests. Note that this does not mean to generate homogeneous groups, the interests may also be heterogeneous. The important thing is to plan the mix carefully.
Use creativity techniques to enforce variations: When you start to propose creativity techniques to people beyond the classic brainstorming, you might get strange feedback. People might question the benefits and procedure of the techniques. They might say: “We are able to think without instructions”. If this is the case, you might already have made a mistake, or chosen the wrong participants. However, try to motivate the techniques anyway and apply techniques that strongly transform the ideas and concepts during the workshop (such as the force-fit game). The most innovative ideas result from these techniques.

Prepare the convergence step carefully, plan breaks: Exploration activities (such as lotus blossom) create many ideas and thoughts. They might create so many ideas that the group gets completely lost and paralyzed. So make sure that convergence steps are well prepared. You should know beforehand how to reduce the ideas again, and how to restructure the concept. So prepare a “container” for the convergence, e.g., a worst-case scenario, which is improved during the workshop, applying the new ideas.

Atmosphere: In order to have unusual ideas, people should meet in unusual places. So if possible, invite to unusual locations with a nice atmosphere or at least create a good artificial atmosphere, changing illumination, playing music, etc. Think of the creativity workshop like a small party. Prepare drinks and food, create possibilities for individuality (different types of seats). The most important part of the atmosphere is the moderation. Moderators frame an open-minded atmosphere with the right choice of instructions. So make sure to invite skilled moderators to your workshop.

Fig. 3. Impressions of creativity workshops at Fraunhofer IESE
6 Conclusion

We have presented a systematic procedure for applying creativity techniques in requirements engineering processes for business information systems. We have seen that such a procedure cannot guarantee innovative results and that using the techniques proposed is not always the best choice. Nevertheless, our procedure gives the inexperienced innovation seeker a good starting point and hopefully prevents others from repeating some of our basic mistakes. Another shortcoming is the amount of effort and time needed by all participants to perform such a creativity workshop. This could be avoided by using web-based technologies (e.g., wikis, forums) in order to collaboratively generate ideas. Even if the creativity workshop concept presented above gives an impression of following a recipe in a cooking book, creativity remains a very dynamic and human thing, which highly depends on the preparation efforts but also on the personal skills and cognitive flexibility of the participants. We are looking forward to future work in formalizing creative problem solving and most of all in using these results in the process of innovative product development.
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Abstract. This paper describes a preliminary experiment, involving individuals of two distinct kinds of stakeholders of a tourism Web site, whose results support a tentative conclusion that the EPMcreate creativity enhancement technique, normally used by groups of requirements analysts, can be used by individuals and by domain-expert end users.

1 Introduction

Many have observed the importance of creativity in requirements engineering, e.g., [1–3]. Many creativity enhancement techniques (CETs), e.g., brainstorming [4], have been developed to help people be more creative. Some of these CETs have been applied to requirements engineering [5, 2], and some have also been subjected to experimental validation of their effectiveness [5, 6]. A full discussion of these CETs can be found elsewhere [7].

This paper investigates the use of the creativity enhancement technique CET, EPMcreate (EPM Creative Requirements Engineering [A] Technique) [7, 8]. The feasibility of applying EPMcreate to idea generation in requirements elicitation was established by experiments on two computer-based system (CBS) development projects with very different characteristics. Each experiment compared the requirements idea generation of two analysis teams, one using EPMcreate and the other using brainstorming [7]. The results of these first experiments confirmed that, in at least the situations of the experiments, EPMcreate:

1. can be used by analysts, both junior and senior, requiring only minimal training and
2. produces more ideas and, in particular, more innovative ideas than does brainstorming.

Another investigation [8] compared with the 7Loci Metamodel the quality of the ideas produced by the two treatments in these same experiments and concluded that EPMcreate produced more ideas related to content and service requirements than did brainstorming.
The first experiments exposed a number of issues to be explored in the future. These include the questions:

1. Can an individual use EPMcreate as well as a group does?
2. Can a domain-expert, end user use EPMcreate as well as a system analyst does?

The purpose of the research reported in this paper is to begin to answer these two questions by an experiment that tests parts of these issues in the context of eliciting requirements for a promotional Web site.

In the rest of this paper, Section 2 describes the EPMcreate CET. Section 3 describes the preliminary experiment, including hypotheses. Section 4 gives the results of the experiment. Section 5 discusses whether the hypotheses are supported, and Section 6 concludes the paper.

2 The EPMcreate CET

A page limitation forces the description of the EPMcreate CET in this section to be brief, omitting all but what is necessary to understand the experiment and the results. However, EPMcreate is described fully elsewhere [7].

EPMcreate supports idea generation by focusing the analyst’s search for ideas on only one logical combination of two stakeholders’ viewpoints at a time. Sixteen such combinations are possible, each corresponding to one of the Boolean functions, $f_i$ for $0 \leq i \leq 15$, of two variables. The interpretation of some of these functions in terms of combining the viewpoints of stakeholders SH1 and SH2 are:

$f_1 = SH1 \land SH2$ represents ideas that SH1 wants and SH2 wants.
$f_2 = SH1 \land \neg SH2$ represents ideas that SH1 wants but SH2 does not want.

To use EPMcreate to generate requirement ideas for a CBS, an analyst first identifies two of the CBS’s stakeholders whose viewpoints she will explore by mentally playing their roles. In each of the sixteen steps of EPMcreate, she will explore a different combination of the four regions in the Venn diagram of Figure 1. In this diagram, the two

![Venn Diagram of Two Stakeholders’ Viewpoints](image)

*Fig. 1. Venn Diagram of Two Stakeholders’ Viewpoints*
ellipses represent two different stakeholders’ viewpoints. Thus, for example, the intersection region represents the stakeholders’ shared viewpoints, $f_1 = \text{SH1} \land \text{SH2}$. In any step, the analyst uses the Boolean function that names the step to mentally combine the chosen stakeholders’ viewpoints to trigger creative ideas.

If there are more than two types of stakeholders, $\text{EPMcreate}$ can be applied several times, for each relevant pair of stakeholder types.

3 The Experiment

This paper describes an experiment that was designed to partially address the two questions raised in the introduction. The starting hypotheses were:

**H1** The $\text{EPMcreate}$ CET can be applied for requirements elicitation by an individual.

**H2** The $\text{EPMcreate}$ CET can be applied for requirements elicitation by a domain-expert end user.

Hypothesis **H1** is important both because each CET is often classified as either an individual or a group technique and because the feasibility of $\text{EPMcreate}$ as a group technique has already been demonstrated [7]. Being able to use $\text{EPMcreate}$ as an individual technique would help reduce the costs of using $\text{EPMcreate}$ to identify requirements. For example, brainstorming was defined as a group CET, but was shown to be applicable also by an individual [9, 5].

Hypothesis **H2** is important because best practices in requirements engineering suggest end-user involvement in the requirements processes, including elicitation [1].

Note that these hypotheses fall short of fully addressing the two questions, because they do not compare individual use of $\text{EPMcreate}$ to group use and domain-expert end user use to system analyst use.

3.1 Design of the Experiment

Designing an experiment to check the hypotheses, which are about the $\text{EPMcreate}$ CET, required four main decisions, each covered by one subsubsection below:

3.1.1 Choosing the CBS to be Subjected to Requirements Elicitation In choosing the CBS whose requirement ideas were to be generated, we observed that nowadays many CBSs are Web based. Therefore, we decided to use a Web site as the CBS and chose the Web site of a jazz festival in the Dolomites, FiemmeSkiJazz, http://www.fiemmeskijazz.com/, which was renamed “DolomitiSkiJazz” in 2009. The festival’s program includes jazz concerts and jam sessions offered by jazz musicians from the entire world, performing in ski lodges of the Dolomites.

3.1.2 Choosing Stakeholders as the Source of Viewpoints and Choosing their Representatives According to tourism marketing principles [10], the stakeholders for such a Web site can be classified into two main categories, **producers** and **consumers**:

---

3 The normal words are “organizers” and “users”. We use “producers” and “consumers”, respectively, to avoid confusing the latter with “end user”, which has a different meaning in this paper.
1. Among the producers of the Web site and its festival are (1) the local tourist office, (2) the collection of friends that had the initial idea for the festival and that annually contacts artists for the concerts, (3) the Web-site analysts, (4) the sponsors, the partners, and (5) any tour operators that may be involved in organizing the festival.

2. Among the consumers of the Web site are (1) tourists, (2) musicians, and (3) occasional visitors of the Web site.

We chose Web-site analysts as the representative of the producers and musicians as the representative of the consumers. Certainly, Web-site analysts are the most technical of the producers and musicians are the most domain centered of the consumers. Nevertheless, that the chosen kind of producers and consumers are not representative of producers and consumers, respectively, is a possible threat to the validity of the experiment. We considered both producers and consumers as domain-expert end users for the purposes of Hypothesis H2.

3.1.3 Choosing the Subjects of the Experiment We identified many potential analyst subjects among the students who had successfully completed an Economics degree’s undergraduate Web-site-engineering course, which focused on Web-site quality. While these potential subjects were not yet professional analysts, because of their course, they could be considered equivalent to junior analysts. They could even be considered more competent than senior analysts to evaluate Web sites because they had only recently completed the Web-site-engineering course. We identified 13 musicians we knew as potential musician subjects. None of these musicians were current or former students in Economics; so none had taken the Web-site-engineering course. As is typical among musicians, most could not survive on music alone; so many had so-called day jobs in various professions. All had some experience with computing, but these days, it is really hard to find anyone in their young age group without some computing experience. Therefore, these musicians were quite typical. We contacted these potential subjects by e-mail, asking them to participate in our experiment. Seven students and 6 of the 13 musicians agreed to participate in the experiment.

3.1.4 Evaluating Generated Ideas In the experiment, the effectiveness of the CET, EPMcreate, is measured by two numbers about the ideas generated when using the CET: (1) the quantity, i.e., the raw number, of ideas and (2) the quality of the ideas, as measured by the 7Loci Metamodel of Web-Site Quality.

The raw number of ideas generated is commonly used to measure the effectiveness of CETs [5, 7, 11] if for no other reasons than that the best known CET, brainstorming, encourages quantity over quality in its first step and that other CETs are compared to brainstorming [7].

Previous work by Mich, Berry, and Franch shows that the 7Loci-Metamodel assessment of ideas carried out by 7Loci-Metamodel experts who were not experts in the Web application’s domain was essentially the same as the more subjective assessment of the same ideas carried out by experts in the Web application’s domain [8]. Therefore, when objectivity is needed, as in conducting experiments, it is acceptable to use the 7Loci Metamodel to evaluate the quality of ideas.

Among the dimensions of the 7Loci Metamodel, Identity concerns the image that the organization projects and all elements that work together to identify the site’s owner.
Content concerns the information available to the consumer, and Services concerns the services available to consumers. Location concerns the site’s visibility and whether there is a place from which consumers can communicate with the organization and with each other. Maintenance concerns guaranteeing proper functioning and continued operation of the site, while Usability concerns how accessible and user friendly are the content and services of the site. Feasibility concerns initial and continued implementability and management of the site’s services and project.

For the purpose of the later analysis, it is useful to classify each dimension into one of three groups: (1) semantic, (2) syntactic, and (3) pragmatic. Content and Services are semantic dimensions; Location, Maintenance, and Usability are syntactic dimensions; and Identity and Feasibility are pragmatic dimensions.

3.2 Realization of the Experiment

The experiment was carried out on 23 October 2007 in a computer room of the Faculty of Economics at the University of Trento. Each subject could visit the Web site as he or she pleased and could write his or her ideas for requirements in a Word file that initially contained only the description of each step of EPMcreate. That Word file led the subject through the steps he or she was to follow. The duration of the experiment was one hour, not including the five minutes spent giving to the subjects preliminary instructions for the procedure to be followed in applying EPMcreate to the problem at hand.

4 Analysis of the Results

To properly interpret the results of the experiment, it was necessary to be able to preclude that differences in the results were due to differences in the creativity of the subjects. For this purpose, as in earlier experiments [7], we used an adult version of Frank Williams’s Creativity Assessment Packet [12]. Results of the testing confirmed that the creativity levels of the two kinds of subjects were almost the same: the analysts’ average score was 69.71 out of 100 and the musicians’ average score was a very close 71.67.

Each requirement idea was extracted from each subject’s file and classified according to its possibly multiple dimensions. Duplicate requirement ideas from one subject were eliminated and thus not counted more than once. Any sentence containing more than one requirement idea was broken into atomic requirement ideas and each atomic idea was evaluated separately. The evaluation of requirement ideas was supervised by a senior, professional analyst, who was neither a subject nor an experimenter.

4.1 The Data

Table 1 summarizes the data yielded by the experiment. In this table,

- for each kind of subject and for each dimension,
  - the number in the column labeled by “# ideas” is the count of ideas generated by all subjects of the kind for the dimension,
  - the number in the column labeled by “% age” is the percentage of the total count of ideas generated for the dimension that the number to its left is, and
• the number in the row labeled “%-age” is the percentage of the total count of ideas generated by the kind of subject that the number above it is; and
  – for each dimension, the number in the column labeled by “Total # ideas” is the count of ideas generated by all subjects for the dimension.

Because we had 7 analysts and 6 musicians, it was necessary to normalize the raw number of requirements ideas per dimension for any kind of subject into an average by dividing the raw number by the number of subjects of the kind. These raw numbers and their corresponding averages are shown in Table 2; this table shows also the value of the Student’s T-test for each dimension. This table shows that each kind of subject generated a large number of requirement ideas, 174 by the analysts and 164 by the musicians. However, the average number of requirement ideas generated per subject of the two kinds are very similar, 24.86 by the analysts and 27.50 by the musicians. The same can be said for the average number of requirement ideas generated per subject for each dimension. The classification of the ideas was carried out by author Alzetta, and his classification was validated by author Mich.

The table shows by the absence of a row for “Feasibility” that none of the generated requirement ideas was classified as a feasibility requirement.

For each kind of subject, a plurality of its generated requirement ideas were classified into the Content dimension, a semantic dimension, consistent with the fact that the Web site is mainly informative. The other semantic dimension, Services, ranked third. All together, the semantic dimensions, Content and Services, that play a very important role for the success of a Web site, contain 49.26% of the requirement ideas generated using EPMcreate. The syntactic dimensions, Identification, Management, and Usability, contain 30.39% of the requirement ideas generated using EPMcreate; finally, the pragmatic dimension, Identity, contains 20.35% of the requirement ideas generated using EPMcreate.

The biggest differences between the analysts and the musicians are in the average numbers of Management and Usability requirement ideas their individuals generated. The average analyst generated 0.57 Management and 3.14 Usability requirement ideas, while the average musician generated 0.17 Management and 5.50 Usability requirement ideas. Note that the Student’s T-test values for these differences are the highest and are nearly the same, at 1.1315 for Management and 1.1310 for Usability. These differences make sense when the expertises of the two kinds of subjects are considered.

  – There were very few Management requirement ideas and analysts naturally found more of them than musicians.
  – Knowing jazz music, appears to account for the musician’s finding more Usability requirement ideas. A typical musician knows more than a typical analyst what could improve the user’s navigation and experience in a musical event’s Web site.

The average analyst generated 4.00 Services requirement ideas, while the average musician generated 5.17 Services requirement ideas, and the Student’s T-test value for this difference is 0.6996. However, the average analyst generated 8.86 Content requirement ideas, while the average musician generated 7.67 Content requirement ideas, and the Student’s T-test value for this difference is 0.4523. Thus, the Student’s T-test gave a higher relevance to the first of these differences.
Table 1. Classifications and Numbers of Requirements Found by Analysts and Musicians

<table>
<thead>
<tr>
<th>Loci Dimension</th>
<th>Analysts</th>
<th>Musicians</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># ideas</td>
<td>%-age</td>
<td># ideas</td>
</tr>
<tr>
<td>Identity</td>
<td>37</td>
<td>53.62</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>21.26</td>
<td></td>
<td>19.39</td>
</tr>
<tr>
<td>Content</td>
<td>62</td>
<td>57.41</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>35.63</td>
<td></td>
<td>27.88</td>
</tr>
<tr>
<td>Services</td>
<td>28</td>
<td>47.46</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>16.09</td>
<td></td>
<td>18.80</td>
</tr>
<tr>
<td>Identification</td>
<td>21</td>
<td>48.84</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td>12.07</td>
<td></td>
<td>13.33</td>
</tr>
<tr>
<td>Management</td>
<td>4</td>
<td>80.00</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2.30</td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>Usability</td>
<td>22</td>
<td>40.00</td>
<td>33</td>
</tr>
<tr>
<td></td>
<td>12.65</td>
<td></td>
<td>20.00</td>
</tr>
<tr>
<td>Total</td>
<td>174</td>
<td></td>
<td>165</td>
</tr>
</tbody>
</table>

Table 2. Average Numbers of Requirement Ideas and Student’s T-test Values

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Analysts</th>
<th>Musicians</th>
<th>Student’s T-test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tot. Avg. of 7</td>
<td>Tot. Avg. of 6</td>
<td></td>
</tr>
<tr>
<td>Identity</td>
<td>37</td>
<td>5.29</td>
<td>32</td>
</tr>
<tr>
<td>Content</td>
<td>62</td>
<td>8.86</td>
<td>46</td>
</tr>
<tr>
<td>Services</td>
<td>28</td>
<td>4.00</td>
<td>31</td>
</tr>
<tr>
<td>Identification</td>
<td>21</td>
<td>3.00</td>
<td>22</td>
</tr>
<tr>
<td>Management</td>
<td>4</td>
<td>0.57</td>
<td>1</td>
</tr>
<tr>
<td>Usability</td>
<td>22</td>
<td>3.14</td>
<td>33</td>
</tr>
<tr>
<td>Total</td>
<td>174</td>
<td>24.86</td>
<td>165</td>
</tr>
</tbody>
</table>

The facts that
1. the average total numbers of ideas generated by the analysts and by the musicians for each dimension and
2. the numbers of ideas generated by the analysts and by the musicians for each dimension

were not statistically different could be interpreted, on one hand as the main characteristic of EPMcreate, that asking a subject to focus on different viewpoints allows also subjects not expert in the domain to better understand a variety of user needs.

That musicians suggested very specific services can be explained by their knowledge of what a Jazz musician needs. For example, one musician proposed creating an online auction to sell pairings of unknown Jazz performers with well-known Jazz performers.

It is interesting to observe that each kind of subject generated a high number of Identity requirement ideas, 5.29 by the average analyst and 5.33 by the average musician.
These numbers and the Usability numbers suggest that users can be involved not only for Usability requirements, but also Identity requirements. After all, image-related issues are very important for all stakeholders of a Web site and ultimately for the success of the Web site.

4.2 Evaluation of the Hypotheses

This section discusses how much the data support any of the hypotheses.

Hypothesis H1 is that the EPMcreate CET can be applied for requirements elicitation by an individual, instead of by a group. The results of Section 4.1 show that the average number of total requirement ideas per individual was 24.86 for analysts and 27.50 for musicians. The question is, “Are these satisfactory numbers?”

Comparing these data with those of the past experiments with groups [7] allows drawing a tentative conclusion that EPMcreate is effective when used by individuals. Each of these past experiments involved two groups of 4 subjects, one group applying brainstorming and one group applying EPMcreate, generating requirement ideas for one Web-based application. Each of these applications was larger than the Web site used for the current experiment, but the creativity sessions for them lasted 120 minutes and 100 minutes respectively, as opposed to 60 minutes for FiemmeSkiJazz. For one application, the EPMcreate group generated 71 requirement ideas, and for the other, the EPMcreate group generated 98 requirement ideas. To get a very crude estimate of what a group would do for FiemmeSkiJazz, multiply the average for an individual by 4 to get a number requirement ideas generated by a virtual group of 4. Four times the analysts’ average of 24.86 is 99.44, and four times the musicians’ average of 27.50 is 110, larger than either of the true group numbers, but in the same order of magnitude.

This calculation ignores overlapping ideas in a virtual group, self-management overhead in a real group, synergy within a real group, differences in the total real time available to both kinds of groups, and differences in the considered CBSs. Nevertheless, this simple calculation shows that the average number of total requirement ideas generated per individual in the current experiment was in the satisfactory range and allows saying that H1 is tentatively supported.

Hypothesis H2 is that the EPMcreate CET can be applied for requirements elicitation by a domain-expert end user. While support for H1 comes from the quantity of requirement ideas generated by the subjects, support for H2 must come from consideration of the quality of the requirement ideas. The Section 4.1 analysis of the ideas according to the 7 Loci Metamodel showed that the ideas were of an acceptable quality. This judgement was corroborated by an expert in the Web site’s domain. The chosen domain expert was the manager of the local tourist office that was in charge also for marketing the festival. He had not participated in the experiment itself in order to avoid his possibly influencing the ideas generated. We gave the requirement ideas generated by the subjects to the chosen domain expert, and we received two types of feedback:

1. The first type of feedback was given verbally to one of the authors of this paper. This feedback gave an evaluation of “satisfactory” to all the generated requirement ideas. Apparently, the owner of the Web site found some of these ideas useful for solving the event’s communication problems.
2. The second type of feedback was obtained implicitly by our and the Web master’s determining how many of the generated requirement ideas had been implemented in the version of the Web site visible after the experiment was completed. All requirement ideas had been implemented in the new site, except
– those that required changes in the organizational strategies;
– some that required investments that were too high given (1) the limited budget of the event and (2) the limited return one could expect from their implementation;
– some that were re-interpreted to address the trade-off between organizational effort and return.

That is, the subjects’ ideas were considered good enough to be implemented.

5 Threats to Validity and Limitations

Besides the specific threats mentioned elsewhere in the paper, the experiment suffers from a number of threats including:

– its preliminary status,
– that we did not compare the individuals performing EPMcreate on the Web-site enhancement problem with some groups performing EPMcreate for the same amount of time on the same Web-site enhancement problem, as one might expect given the questions raised in the introduction.
– that only two kinds of stakeholders were used,
– that only two viewpoints were exercised in the sessions, and
– that one kind of CBS was used and that within the Web-site genre of CBSs, only one site was used.

As demonstrated in Section 3.14, the experiment actually achieves good construct validity with its quantitative and qualitative measures of the effectiveness of a CET simply because the good ideas according to these measures are the good ideas according to domain experts [8]. The shakiest measure the experiment uses is that for measuring the native creativity of the subjects, the Williams test [12]. The fundamental weaknesses of any psychometric test notwithstanding, the Williams test is accepted as testing native creativity, and in any case, has been used in several experiments with CETs precisely for this purpose [7, 11].

6 Conclusions

The preliminary experiment described in this paper was to begin answer two questions:

1. Can an individual use EPMcreate as well as a group does?
2. Can a domain-expert, end user use EPMcreate as well as a system analyst does?
The experiment involved 13 subjects divided into two kinds. The first kind of subject was an undergraduate Economics student studying a course about building quality Web sites, serving as an analyst. The second kind of subject was a musician, an expert in the domain of the FiemmeSkiJazz Web site. Each subject used EPMcreate to generate requirement ideas for the Web site. The results of the preliminary experiment allow giving a tentatively favorable answer to both questions. However, because of the threats to the validity of the experiment, similar experiments need to be carried on other applications, using only professional analysts, using other configurations of stakeholder viewpoints, etc. Finally, experiments need to be set up doing the full comparisons that the questions beg.
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Abstract. The workshop focuses on quality aspects in requirements engineering for software product lines. Traditional approaches for quality requirements and variability management do not fully address the problems associated with quality requirements during variability modeling, product instantiation and product line evolution. In the workshop, novel approaches, emerging ideas and tools as well as industrial experiences to deal with qualities are discussed. Furthermore, the workshop will provide an interactive environment between researchers and practitioners.

1. Introduction

Quality in product line engineering is of major importance. In an organization with product lines, only good quality domain engineering artifacts are internally accepted by the engineers. Any quality flaws impact several products. However, this is also complicated by the fact that different products of a product line might be characterized by differences in quality requirements. Therefore, approaches should deal with variability in quality requirements as well. Recent advances have also shown that quality requirements effect the selection of artifacts during product instantiation.

The workshop provides a forum to discuss issues, novel approaches and tools within the area product line requirements engineering and quality engineering. Particular topics for the workshop include, but are not restricted to:

- Quality requirements and variability
- Infrastructures to improve quality in product line engineering
- Quality metrics for product lines
- Quality aspects of product line architecture
• Quality aspects in distributed product line engineering
• Empirical studies in the area of product line requirements engineering focusing on quality aspects
• Agile requirements engineering and quality
• Quality assurance in product line requirements engineering
• Application of data mining and machine learning techniques for software quality
• Impact of product line engineering on quality and vice versa
• Security requirements in product line engineering
• Project and process qualities
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2. Workshop papers

The workshop proceedings include four workshop papers as well as a workshop summary. The papers were presented in the workshop in the form of three sessions.

Session 1: Invited talks - Tools and Workflows


Session 2: Decision-making


Session 3: SPL Knowledge

4. Sebastian Adam, Joerg Doerr, Michael Ehresmann and Pascal Wenzel, Incorporating SPL Knowledge into a Requirements Process for Information Systems – An Architecture-driven Tailoring Approach
Invited Talk: Tool Support for Model-based Product Line Requirements Engineering - Challenges and Solution Ideas

Kim Lauenroth, André Heuer
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1 Introduction

The variability of a software product line is one of the main reasons for complexity in product line engineering [1]. To deal with this complexity, several researchers propose an orthogonal approach for variability modeling [2]. An orthogonal approach documents the variability of the product line in a separate model and the effects of the variability on the product line artifacts (e.g. requirements, design, or code) by means of relationships between the variability model and the product line artifacts.

2 Challenges

From a documentation-oriented point of view, the orthogonal variability modeling approach offers several benefits over other variability modeling approaches [3]. However, the visualization of the models and an effective visual modeling with the orthogonal approach constitute a significant challenge. An effective visualization and support for the creation of product line models (which we call visual modeling) is a crucial factor for the successful industrial application of such approaches, especially during requirements engineering.

In order to understand the meaning of effective visual modeling for requirements engineering, we present and discuss the following challenges for the visual modeling of requirements artifacts in product line engineering:
1. A support for the efficient creation and visualization of a variability model with 100+ variation points and variants is needed.
2. A support for the efficient definition of variability constraints in large and complex variability models is needed.
3. A support for a well-arranged visualization of constraining relations in large and complex variability models is needed.
4. A support for the visualization of the effects of constraining relations in large and complex variability models is needed.
5. The information whether product line requirements are common or variable are needed to be visualized.
3 Solution Ideas

In our presentation, we want to go a first step towards an effective visual modeling of product line requirements of complex software product lines based on an orthogonal variability modeling.

We present our prototypical tool implementation, named Remidemmi that addresses the abovementioned challenges. Remidemmi offers an editor for the orthogonal variability model and editors for the different types of requirements models. Remidemmi supports for example:

- Message sequence charts for the model based documentation of scenarios
- I/O-automata for the documentation of requirements related to the behavior of product line components.
- Temporal logic specification for the model based documentation of behavioral requirements.

Since the variability of the requirements models is documented in an orthogonal variability model, the variability model editor in our tool provides dedicated mechanisms for the creation and visualization of an orthogonal variability model. In this presentation, we will focus on two particular mechanisms.

The first mechanism is an abstraction layer mechanism that allows dividing the variability model into different abstraction layers. Each abstraction layer contains only a subset of the variability model. The second mechanism is a relationship exploring mechanism that allows exploring variability models that are too large to fit on a computer screen. Model elements that are too far away from a currently visualized and selected model element are shown on the border of the screen.

4 References
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Variability models, feature diagrams (FDs) ahead, are commonly used to document product line (PL) requirements. They are also often used during product derivation where they are fed to configuration tools which support semi-automated feature selection. Configuration tools facilitate this task by automatically propagating the decisions made and by ensuring their overall consistency. However, most feature-based configuration tools assume that there exists a single monolithic FD and do not account for configuration processes that are distributed among various stakeholders who have specific concerns and who intervene at different moments. Our collaborations with industry have confirmed the need for techniques and tools that support such complex configuration processes.

In order to provide a modelling and reasoning framework for this process, we built upon our earlier work on formal semantics for FDs [1] and proposed feature configuration workflows (FCWs) [2], a formalism that combines the workflow language YAWL [3] with FDs.

An FCW, such as the one shown in Figure 1, is a workflow where tasks (such as Web Administrator or PloneMeeting Manager) are associated with FDs. In our work, we used YAWL as workflow modelling language. The configuration process follows the workflow. A FD is only configured when the task to which it is linked (through a start link) is executed. Generally, a task is assigned to a stakeholder, and the FD that is configured during the task captures her concerns and responsibilities. The second kind of node in a workflow is the condition (e.g. ▶, ◼, ◼) which designates a point in time. Linking a FD to a condition (through a stop link) means that the FD has to be fully configured when the condition is reached. In the example, it means that once ◼ is reached, there cannot be any decision left open in the FD of the web administrator and PloneMeeting manager.

The workflow is not the only link between FDs. Constraints can also be added across FDs, such as the excludes link between features Standard workflow and Archived in Figure 1. Since the task and the stop of a FD are not necessarily directly linked to each other, the configuration decision can be postponed until the condition is reached. For instance, the stop of the Web Administrator, viz. ◼, is placed only after PloneMeeting Manager. The decision of including or excluding the feature Standard workflow, for instance, does not have to be taken during task Web Administrator, because the person executing PloneMeeting Manager is also able to make this decision, the feature Standard workflow being the same.

The original implementation strategies for FCWs we studied are available in [2]. These strategies have been later completed to address FCW normalisation and decision
postponement problems [4]. Yet, an efficient implementation of these solutions is still to be provided.

In order to automate FCW editing and configuration, we are developing a tool based on YAWL and SPLOT [5]. YAWL provides support for workflow editing, task management and proposes a repertoire of advanced checks on workflows like soundness or weak soundness [6]. SPLOT provides support for FD configuration and constraint propagation [5]. Since YAWL and SPLOT are web-based applications, we are building a tool that relies on web-services to maintain the connection between the task management and FD configuration environments, and to enforce FCW semantics.

The next step on the agenda is to implement algorithms that evaluate whether an FCW is in normal form [4] and whether deadlocks can occur. In addition, the merging of inconsistent configurations obtained in concurrent environments (e.g. distributed offline configuration) will have to be dealt with.
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Abstract. Time efficiency is crucial for decision making in large scale market driven software product line development. In order to identify what factors influence the decision lead time and outcome, we conducted a retrospective case study at a large product software manufacturer and statistically analyzed seven possible relationships among decision characteristics. A large requirements engineering decision log was used to statistically test all hypotheses. The results show that the number of products affected by a decision has a positive relationship with the time needed to take a decision. Furthermore, more products imply a longer decision lead time. Results also show that when a change request originates from an important customer, the request is sooner accepted than changes requested internally. For efficient requirements management, our findings support that decision making activities can be carefully refined in large scale requirements engineering processes. Our findings, may be useful for Product Managers to understand the consequences of making certain types of decisions and planning actions in order to avoid their negative effects.
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1 Introduction

Requirements engineering is accepted as one of the most crucial stages in software design and development as it addresses the critical problem of designing the right software for the customer [3]. This critical problem gains even more importance in the Market-Driven Requirements Engineering mode, where the product content has to be aligned with the need of the targeted market segments, often estimated to thousands or millions of potential users, in order to create a profitable software product [24]. In order to decrease the cost and increase the ability to provide an individualized software product, the concept of
software platforms in combination with mass customization is often used [22]. This concept, called Software Product Lines [22] allows software development organizations to reuse a common base of the technology and, at the same time, to bring out products in close accordance with customers’ wishes. The inevitable cost for a greater degree of reuse and increased productivity is an increased complexity of coexisting product variants and a more complex decision making process. In this complex environment, deciding which requirements to include into the scope of an upcoming project is not a trivial task. Moreover, the effects of certain scoping decisions may severely impede the quality of software products, for example when accepting significant changes to the product line late in the process as late changes usually require substantial effort to be held and have higher impact on the quality of products. On the other hand, time is a scarce resource in every business, so knowing exactly how much of this resource is needed for a certain decision or project is decisive [18]. As a result, the selection process may turn out to be a complex decision problem, where often sufficiently supportive techniques for assisting in this process based on cost-value approach, like for example prioritization [15], have to be extended to additional factors. What actually are these additional factors influencing both the time needed to make the decision (also called the decision lead time) as well as the outcome of the decision process? In this paper, we performed a retrospective analysis of the decision making process in a large-scale product line project with the aim of identifying which characteristics of changes may influence the decision lead time and the decision outcome. Our results can support software product managers in knowing which consequences are of certain characteristics of a decision. When a product manager is aware of certain consequences he can take adequate actions in order to avoid negative effects and by that contribute to the improvement of the requirements management process within the company.

Decision making is an important aspect of requirements engineering, which by some researchers is provocatively put in the center of the field [1, 2, 10]. A number of challenges in the requirements engineering decision-making (REDM) field has been defined [1, 16], stressing the need to understand which factors affect requirements engineering decision makers. Furthermore, the need for empirical studies of REDM has been stressed [2, 21, 1]. The distinction between diagnosis and look-ahead ways of supporting decision making is proposed by Pomerol [23], who focuses on supporting look-ahead decision making. Various techniques, even as advanced as the Constraint Satisfaction Problem Solution Techniques [9] have been proposed to automatically reduce the space of choices for ambiguities, for example in the software design decision process. The problem of selecting right requirements to the next project or product release has been described or addressed in a number of studies. Among them, Karlsson [15] promotes a cost-value approach to support this activity, later experimentally compared to other prioritization techniques [17]. Wohlin and Aurum [29] investigated the reasons for including features, while Wnuk et al. [28] investigated the reasons for excluding features from the scope of the project. The investigation of REDM in large scale bespoke development performed by Alenljung and Persson [1] confirms our
viewpoint of a large number of related aspects and dimensions of REDM that have to be considered in order to grasp its full complexity.

The paper is structured as follows. A description of the case company is given in Section 2. Our research design can be found in Section 3, together with the research questions in Section 3.2. After this, the statistical analysis of the decision logs will take place (Section 4), followed by the results (Section 5). The paper is ended by the conclusion and future research in Section 6.

2 Case Company Description

The results from the content analysis part of this paper are based on empirical data from an industrial project at a large company that is using a product line approach [22]. The company has more than 5000 employees and develops embedded systems for a global market. There are several consecutive releases of the platform, a common code base of the product line, where each of them is a basis for one or more products that reuse the platform’s functionality and qualities. A major platform release has approximately a two year lead time from start to launch, and is focused on functionality growth and quality enhancements for a product portfolio. Minor platform releases are usually focused on the platform’s adaptations to the different products that will be launched with different platform releases. The company uses a stage-gate model with several increments [5].

The scope of the release project is constantly changing during this process, from the initial roadmap extraction which is a basic for creating high level features to the final milestone of the requirements management process after which the development phase starts. In this case, the project management makes scoping decisions based on groups of requirements that constitute new functionality enhancements to the platform, called features. Change requests to these features are performed constantly by stakeholder from inside and outside the company. The scope of each project is maintained in a document called the Feature List, that is regularly updated each week after a meeting of the Change Control Board (CCB). The CCB exists of a permanent group of product and platform managers, complemented with other project stakeholders to a total of 20 members. The role of the CCB is to decide upon adding or removing features according to changes that happen.

Each change request to the scope of the project within the case company is registered in the CCB decision log. An example of an entry in the decision log is shown in Table 1. For reasons of confidentiality we used fictive data. This decision log comprises a number of attributes like: the change submitter and justification, the date that the request has been submitted, the decision date, the products impacted by a change, the release of the platform project impacted by a change, and the markets impacted by a change. For our research we were granted access to an extensive decision log with all data. The decision log of all products planned to be released in 2008 containing 1439 change requests was used as input for the content analysis presented in Section 4.
In the case company, a change request is filed after which, among others, ambiguity and completeness of the request are analyzed. This analysis is based on the Quality Gateway described by Natt och Dag et al. [19]. If the request is ambiguous or incomplete, it is sent back to the submitter to ask for a clarification, otherwise the request is put on the CCB agenda in order to perform the Impact Analysis (IA). An IA is performed by the appropriate Technical Groups (TGs) that elicit and specify high-level requirements for a special technical area, and Focus Groups (FGs) that design and develop previously defined functionality. After the IA the request is presented at a CCB meeting and the change request is decided upon. When an analysis performed by a certain group is not clear enough, extra information can be requested before the final decision is made. If the request is accepted, the change is implemented, else the submitter gets a rejection notification. For an overview of the process see Figure 1

Fig. 1: CCB Decision Outline

<table>
<thead>
<tr>
<th>ID</th>
<th>54</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change Request</td>
<td>HD resolution for video</td>
</tr>
<tr>
<td>Decision</td>
<td>Accepted</td>
</tr>
<tr>
<td>Comments</td>
<td>This will enlarge our market share in this sector</td>
</tr>
<tr>
<td>Release</td>
<td>Release 1.1</td>
</tr>
<tr>
<td>Description of change</td>
<td>Add HD resolution for recording</td>
</tr>
<tr>
<td>Justification</td>
<td>Requested by a large customer</td>
</tr>
<tr>
<td>Proposition Area</td>
<td>Video</td>
</tr>
<tr>
<td>Main affected TG</td>
<td>Video Group</td>
</tr>
<tr>
<td>Affected product</td>
<td>All products with camera</td>
</tr>
<tr>
<td>Affected key customer</td>
<td>Customer X</td>
</tr>
<tr>
<td>Affected FGs</td>
<td>HD Group</td>
</tr>
<tr>
<td>Submittal Date</td>
<td>09-02-09</td>
</tr>
<tr>
<td>RM tool ID</td>
<td>10F1</td>
</tr>
<tr>
<td>Decision Date</td>
<td>18-02-09</td>
</tr>
</tbody>
</table>

Table 1: Decision Log Entry Example

3 Research Design

In this section we will explain how we defined our variables and how the hypotheses and research questions are constructed.

3.1 Variables

The research we performed was mainly exploratory and done in order to first identify the main characteristics of decisions in REDM and second analyze the
relationships among these characteristics. After identifying the characteristics, we formulated research questions about relations within REDM and constructed our hypotheses based on these questions. We performed the appropriate statistical tests on the data from the decision log to either accept or reject all hypotheses and draw conclusions based on these test results. Based on the decision characteristics, five variables were created for each decision:

1. **Lead Time**: the duration between the moment a request was filed to the moment the decision was made by the CCB. The lead time is measured in week days and not working days, so there could by a small difference in days between two decisions who took the same number of working days to be taken, due to the weekend. As an example, about half of the decisions are made the same day they are requested (686 decisions, 48%), but the 753 requests that are left can take up to 143 days before a decision is made.

2. **Number of Products Affected**: a number between one and fourteen indicating the number of different products for which the requirements would change if the request was accepted.

3. **Release Heartbeat**: a variable strongly related to the release method used within the case company. As described in section 2, the product line platform of the case company is released in a heartbeat rhythm of one base release and four sequential releases. The release heartbeat variable indicates the specific number of the release affected by the change request. The higher the variable, the later the release is in the release heartbeat rhythm of the case company.

4. **Customer**: a nominal variable used to indicate whether a request is filed by an important external customer or is a request coming from inside the company. External customers in this case are very large partners of the case company who also help to bring the developed products to the market.

5. **Decision Outcome**: This variable indicates whether or not a change request is accepted by the CCB, it is also of nominal level of measurement.

### 3.2 Research Questions

Seven questions have been posed in this study in order to determine the relationship among different decision characteristics in requirements engineering decision making. According to Easterbrook et al. [8], in general all of these question are of the form "Are characteristic X and Y related?". All research questions are tested with a specific hypothesis that is, if possible, based on previous scientific work.

The first question \((H^1)\) "Is the lead time related to the number of products affected" is based on Hogarth [13], who created a function on the relationship between the decision time and the task complexity. Hogarth states, based on mathematical models he created, that the amount of time needed to take a decision is an increasing function of the task complexity, till a certain point. After some point the costs of errors due to the task complexity becomes lower than the cost of time.

The question whether \((H^2)\) the decision outcome is related to the number of products affected by a decision is also based on the work of Hogarth [13].
Since there is a tilting point in the relationship curve, there is a certain level of complexity, after which the decision maker decides the costs of errors due to a wrong decision are lower than the costs of spending any more time on making the decision.

Question three (H³) concerning the relationship between the specific release heartbeat and the decision time and four (H⁴) concerning the release and the decision outcome are partly based on the work of Salau and Ruhe [25] and the work of Bagnall et al. [4], in which they suggest a relationship between decision outcomes and release planning. No explicit relationship between decision lead time or decision outcome and the release in a release cycle is claimed, but we expect to find such a relationship in our data.

Hallowell [12] empirically proved a relationship among customer satisfaction, loyalty and profitability. Because of this relationship, we believe it is reasonable to assume there is the possibility there is also a (H⁵) relationship between the fact a request is filed by an important customer and the decision outcome. The case company benefits of keeping the customer satisfied and could because of this sooner accept requests of this customer than internal requests. The same reasoning goes for (H⁶) the relationship between a request filed by an important customer and the decision lead time.

The last hypothesis formulated (H⁷) is based on the work of Zur [30], in which he empirically proves a relationship between the time pressure people experience and the risks of their choice behavior. All these questions will be analyzed statistically in the next section.

4 Results

4.1 Test Selection

In order to perform parametric tests on the CCB decision log, all ratio level data should be distributed normally [11]. Since the variable "Lead Time" is the only variable of ratio level of measurement, we ensured this variable complied to the condition stated before. The variable "Lead Time" apparently described a log-normal distribution, so in order to be able to use this variable, the log₁₀-function of the variable was used for analysis. The D’Agostino-Pearson test [6] was used to see whether the log₁₀-function of the variable "Lead Time" described a Gaussian curve, or was distributed differently. With the D’Agostino-Pearson test we can test the following hypotheses (H⁰):

\[ H⁰_{0(1)}: \text{The sample is [not] derived from a normally distributed population.} \]

When testing the kurtosis and skewness [7] of the distribution we found a result of \( \chi^2(1, N = 753) = 35.3, p < .01 \), which is below the critical value of 67.4 as can be found in the \( \chi^2 \) distribution table. This means we can not reject \( H₀ \), so we can conclude that the log₁₀-function of the variable "Lead Time" is distributed normally and we can use parametric tests on this variable.
4.2 Effect of Number of Products Affected

We have two major hypotheses about the relationship of the number of products a decision affects, with other variables. The first hypothesis ($H^1$) on the relationship with the lead time of a decision can be described as:

$H^1_{01}$: The correlation between the number of products affected by a decision and the lead time needed to take the decision is [not] 0.

Since we will analyze a possible relation between a variable of ration level of measurement and one of ordinal level of measurement, we used the non-parametric Spearman’s Rank-Order Correlation Coefficient [27] to assess the correlation size. We found $\rho(752) = .222, p < .05$ after performing the test, which is higher than the listed critical value of .197 at a two-tailed level of significance of .05. This means we can reject $H_0$ and accept the hypothesis that the correlation between the number of affected products and the lead time is not 0.

The second hypothesis ($H^2$) we tested related to the number of products affected by a decision can be described as:

$H^2_{01}$: The number of products affected by a decision is [not] different for the different decision outcomes.

Because the relationship between a variable of ordinal level and a variable of nominal level is tested, we use the Kolmogorov-Smirnov test for two independent samples [26]. We found a result of $Z = .545, p < .01$, which is higher than the reported critical value listed for Kolmogorov-Smirnov’s Z at this level of significance. This means we can reject $H_0$ and accept our alternative hypothesis.

4.3 Effect of a certain Release

To test the effect of a certain release, we have stated two hypotheses. The first hypothesis about the effect of a certain release on the lead time of a decision ($H^3$) is as follows:

$H^3_{01}$: The correlation between the specific release heartbeat and the lead time needed to take the decision is [not] 0.

To test this hypothesis about the correlation between a variable of ordinal level and a variable of ratio level, we used Spearman’s Rank-Order Correlation Coefficient. The result of this test is $\rho(752) = .180, p < .05$, what is below the critical value of $\rho = .197$ for an $\alpha = .05$ two-tailed level of significance. This means we can not reject $H_0$ and we can not conclude there is any correlation between the release and the lead time needed to take a decision.

We also tested the relation between the release a decision affects and the decision outcome. We stated the following hypothesis ($H^4$):

$H^4_{01}$: The specific release heartbeat a decision affects is [not] different for the different decision outcomes.
We used the Kolmogorov-Smirnov test for two independent samples for this analysis, which resulted in a score of $Z = 2.566, p < 0.01$. This result is well above the documented critical value of Kolmogorov-Smirnov’s $Z$, what means we can reject $H_0$ and accept the alternative hypothesis $H_1$.

4.4 Effect of Large Customers

In this case, we first tested the difference of lead time needed to take decisions when large customers are involved in comparison with decision where they are not involved. In order to test this, we did a independent sample t-test on the following hypothesis ($H^5$):

$H^5_{[0]}$: The average lead time needed to take a decision is [not] different when a large customer is involved.

The result of the t-test ($t(752) = .586, p = .558$) did not allow us to reject $H_0$, therefore we can state that based on our data there is no significant difference between the lead time needed to take decision when the decision is requested by a large customer, compared with a decision that is requested from within the company.

We also tested if there was any effect on the decision outcome caused by large customers. In order to test this we had to perform a $\chi^2$ test for $r \times c$ tables, because we tested the relation between two variables of nominal level of measurement. Our hypothesis ($H^6$) is:

$H^6_{[0]}$: The frequencies in the contingency table between the decision outcome and involvement of a large customer do [not] differ from the normal expected frequencies.

The result of this test is with $\chi^2(1, N = 1439) = 7.032, p < .01$ above the listed critical value. This means we can reject $H_0$ and accept our alternative hypothesis. Since the value of $\chi^2$ is rather low, we can state that the change of a positive decision outcome is with large likelihood a little higher when a decision is requested by a large customer.

4.5 Effect of Lead Time

In order to test whether the lead time influences the acceptance rate we stated the following hypothesis ($H^7$):

$H^7_{[0]}$: The average lead time needed to take a decision does [not] differ per decision outcome (i.e. accepted or rejected).

The average lead time for rejected and accepted decisions is respectively $\mu = 1.12$ and $\mu = .98$. The result of the t-test ($t(752) = 3.940, p < 0.01$) indicated a significant differences between the average lead time for both decision outcomes. This means we can accept $H_1$ and reject the null-hypothesis.
5 Interpretation of Results

From the results presented in Section 4.2 we can see a significant relationship between the number of products affected by a decision and both the decision lead time ($H_1$) and outcome ($H_2$). Our results of testing on a large dataset can be interpreted as empirically confirming claims of Hogarth et al. [13], who state that the time needed to take a decision is highly dependent on the task complexity, in our case represented as number of products. To support our interpretation we have analyzed number of products involved in the decision and the decision lead time.

![Figure 2: Mean Lead Time per Number of Products Affected](image)

Figure 2 shows an increase of the average lead time related to the number of products. If we compare the average lead time for 1 product with the highest lead time (for 7 products), the lead time becomes about five times longer. If we look at a more realistic comparison of lead time between the lead time for 1 product and 13 products we can still see an increase of 130% in average lead time. However, there appears to be no clear function to predict the amount of time needed to take a decision when the number of products is known, but there is a positive trend to be seen.

Other research [25, 4] also suggested a possible relationship between release planning and decision quality. This relationship could only partly be found in our case data, since there proved to be no significant relationship between the release a decision affects and the lead time (see Section 4.3). We did find a significant relationship between the release and the decision outcome (see Section 4.3), meaning decisions either get accepted or rejected more when the case company is later in their release cycle ($H_4$).

The fact that a request is filed by an important customer has no relationship with the decision lead time (see Section 4.4). It does however have a relationship with the decision outcome. Request filed by an important customer or more easily accepted than request coming from inside the company ($H_6$). We have further analyzed this result by analyzing the percentage of accepted decision
per customer type. The results are depicted in Figure 3, where we can see an 11% difference between the two groups. Expecting a higher acceptance rate on internal requests, because of an expected higher accuracy of internal requests, this relationship is remarkable.

The final result of our statistical analysis shows a significant relationship between the lead time and the decision outcome. This means that the decision outcome could be influenced by the time needed to take a decision. This implication could be of high relevance because it could mean that more wrong decisions are made in decision procedures that take a long time.

6 Conclusion and Future Work

Software Product Line scoping is a complex task, which includes analyzing many dependencies between customers and products derived from the product line in order to find an optimal set of features for a certain release. In Market-Driven SPL, the number of decision aspects that have to be taken under consideration and their dependencies grows significantly. In order to effectively improve RE decision-making we have to identify the key aspects of this process [1, 20]. Furthermore, the quality of decisions taken while deciding about the scope of the next release of software products directly influences the quality of the requirements for this release [1]. This in turn may improve the overall quality of software products.

In this paper, we performed a retrospective analysis of the decision making process in a large-scale product line project with the aim of identifying which characteristics of changes may influence the decision lead time and the decision outcome. Based on our case study statistical analysis, we can conclude that:

- There is a relationship between both the number of products affected in a decision and the time needed to take a decision and decision outcome. Our conclusion here is that decisions are sooner accepted when they have a large number of products they affect, than when they affect a lower number.
- Change requests done by an external customer are more likely to be accepted than internal request. Requests filed by an important customer have an 11% higher change to be accepted than other requests.

Our results provide valuable information for project manager that can be used to estimate the decision lead time for complex changes. In our case, the lead time turned out to be up to 400% longer if a decision affect multiple products. The fact that changes submitted by external customers are more likely to be accepted has two sides; on one hand it can be positive since Hallowell [12] and Kabbedijk et al. [14] both stated the importance of listening to customers in order to get their satisfaction and loyalty. On the other hand, this effect could also mean that change request filed by an important customer are only accepted to satisfy this customer and not because it is a useful change to the product. Product management processes can be adapted when being aware of the supported relationships.
Future research is needed to go more in depth on the possible relationships among REDM characteristics. Two relationships could be proven and quantified by us, based on the dataset, but the other five relationships need further research in order to further validate them. Within the two relationships proven by us, more research is needed as well. For instance, it would be helpful if a function could be formulated to estimate the lead time or the chance on a certain decision outcome. Finally, other decision characteristics, such as the number of stakeholders involved, could also be of relevance for the decision lead time or outcome.
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Abstract. Software product lines (SPL) are a key concept for streamlining software development. However, building new information systems based on a SPL is often less efficient than expected because customer requirements often do not fit the capabilities or constraints of a reuse asset base. Especially in cases where SPL requirements are documented insufficiently, this problem is almost unsolvable. To cope with this challenge, a novel approach for flexibly aligning customer requirements with the capabilities of a SPL is therefore needed. Our idea is to tailor requirements processes based on the characteristics of a given reuse asset base without the need to reengineer all SPL requirements explicitly. To make this happen, an SPL-driven tailoring method that incorporates knowledge about a reuse asset base into a state-of-the-art requirements process is proposed in this paper. By applying this method in a case study, we have shown its feasibility and gathered initial experience regarding the suitability of the resulting requirements process.

1 Motivation

In order to faster develop customized information systems (IS), on which we focus in this paper, many software enterprises have organized their development towards software product lines (SPL) in which the reusability of existing artifacts is potentially high [1]. Therefore, instead of developing each system from scratch, projects are often arranged around a reuse asset base that is customized (adapted, extended, or integrated) according to the specific needs of each individual customer. Besides assets from the company’s own repository, components or services provided by third parties, e.g., open source modules, are also increasingly reused in this context.

However, even if such a development (often denoted as application engineering or product derivation) has been basically recognized as the key concept for gaining a competitive advantage, building new systems in this way is still a time-consuming and expensive task in practice [2]. Among others, one important reason for this low efficiency is caused by the ineffective and inefficient handling of customer requirements, which often results in mapping problems between customer needs and
SPL capabilities [3] [4], being especially a problem when SPL capabilities have not been documented sufficiently.

However, SPL requirements engineering [6], which aims at explicitly aligning usage requirements with reusable components, is not widely applicable for modern information systems, because an underlying assumption is often not fulfilled: In many cases, it is not economical to explicitly anticipate a satisfactory number of usage requirements, such as business process variants, or legacy interfaces during domain analysis, respectively scoping [14], in advance. While the variation points may be defined indeed, the concrete variants which are realizable based on the SPL can often therefore not be determined in advance. Furthermore, a simple resolution of a variability model alone is often not sufficient, because information systems have to satisfy very specific needs that must be systematically elicited first. Hence, reconciling customer requirements with the capabilities and constraints posed by a SPL’s reuse asset base remains a huge challenge and unsystematic task today, as no integrated handling of the requirements that are expressible with predefined variability models (e.g., use case variants) and those that are customer-specific exists yet. As a consequence, many rework or tuning iterations are typically needed (e.g., for renegotiations, completions, and changes), which makes application engineering still less efficient than expected [8].

Aligning individual customer requirements with the capabilities of a certain SPL much earlier, but without the need to explicitly prescribe all feasible requirements (mainly usage requirements such as use cases or workflows) in advance, is therefore expected to be a fruitful means for increasing efficiency in SPL-based information system development. Hence, a novel mechanism in which the actual needs of customers are used as a starting point for requirements elicitation, but in which SPL characteristics are also taken into consideration when refining these requirements, must be found. Only when SPL characteristics are sufficiently known during the early requirements phase already, the chance that requirements fit the reuse asset base better and do not need to be renegotiated or completed in costly rework cycles increase [17].

So far, however, the impact of a reuse asset base and especially the SPL architecture on unforeseen requirements or vice versa can only be assessed by experienced people during elicitation. A systematic check of the fit in an analytical manner and improving the requirements afterwards is still the state-of-the-art.

This paper therefore proposes to tailor the application engineering requirements processes according to the characteristics of a reuse asset base. In contrast to existing SPL approaches, the actual capabilities of a SPL are therefore determined based on the detailed SPL design and not only based on early decisions of domain requirements engineering. It is therefore expected that a higher fit can be exploited when proceeding this way, and that, in particular, customer actual needs can be met better. The remainder of this paper is structured as follows: In section 2, related work is presented, while section 3 introduces our tailoring method for the incorporation of reuse knowledge into a requirements process. Section 4 describes our feasibility study while section 5 summarizes the paper.
2 Related Work

While much effort has been spent on how to build up reuse asset bases, the actual reuse during application engineering has not received sufficient attention yet [8] [9] [10]. Nevertheless, the impact of reuse on requirements engineering has been studied for many years.

**Requirements engineering for COTS-based projects**, for instance, deals with COTS selection and COTS adaptation [18] [28]. While the purpose of COTS selection is to find an existing (market) product that is closest to the customer’s requirements, COTS adaptation [27] deals with the resolution of conflicts that might still exist between the actual customer needs and the features provided by the chosen product. However, with regard to the underlying problem of this paper, COTS-based requirements engineering approaches are not sufficient because they do not give any guidance as to which requirements are actually to be elicited in order to select and adapt reusable components efficiently. Furthermore, COTS-based RE rather deals with the reuse of one “best-fitting” market product than with the elicitation of requirements on a system to be built in a reuse-based way.

**Requirements engineering for software product lines** can be rather suitable for this purpose. For our purpose, however, only the requirements engineering in application engineering (AERE) is of interest. Within AERE, one can distinguish activities to instantiate variable requirements that were created during domain engineering already, and activities to elicit new requirements that have not been covered in domain engineering yet. However, even if the usage of both activities is important, recent approaches such as [23] or [26] only focus on the instantiation of variability, e.g., by picking features from a catalog. Even if this is a very efficient approach, it is only applicable in well-predictable domains because it relies on the restrictive assumption that all requirements and their dependencies can be explicitly prescribed in the domain engineering phase (which is otherwise neither economical nor feasible [2]). Thus, most of the highly automated product line approaches are very inflexible when to be used for customer-specific requirements [9]. This is especially a problem in modern information systems, which have to reflect individual business processes and which must often be integrated with proprietary and third party applications on the customer side. Hence, even for requirements that differ only slightly from the foreseen variants, fully automated product derivation approaches are not applicable any more [20], which results in manual, typically not guided, and thus costly extensions. [9] and [20] therefore propose an approach that systematically allows deriving products that are not explicitly foreseen but close enough to the product line core assets. Their idea is to replace explicit decision models by restricted transformation rules. However, their approach only addresses the actual product instantiation and gives no answer on how to elicit and negotiate the corresponding customer requirements in a systematic manner.

For eliciting requirements that are not covered by a product line, only some initial work exists [10]. So far, mostly the tasks of communicating the product line variability [17], selecting variants, specifying system requirements, and supporting trade-off decisions have been proposed as being important in this context [22]. [7] describe a detailed scenario-based approach and also [10] introduce an approach for more systematic AERE. However, one remaining problem is the fact that...
requirements are always identified in a rather solution-driven than problem-driven way [21], as the aim is rather on a large degree of direct requirements reuse than on the satisfaction of unforeseen requirements with available solution components. This might be a risk, because customers typically know what they want, but not what they really need [13]. Hence, when high individuality is required in order to satisfy a customer, much stronger orientation towards real requirements becomes necessary. However, systematic guidance on how to elicit real needs and reconcile them with SPL capabilities is not supported systematically yet, and unaligned approaches such as proposed in [21] make a sufficient fit without costly rework almost impossible. So far, the problems mentioned in the motivation cannot be solved satisfactorily yet with current product line approaches.

Tailoring requirements processes towards actual reuse capabilities and constraints without the need to explicitly reengineer requirements is probably the only means currently able to solve the problem of having a gap between unforeseen customer requirements and the capabilities of a given reuse asset base. Indeed, the work of [19], aimed at improving requirements engineering processes, is maybe one of a few existing approaches that explicitly captures the specific needs and constraints of different project stakeholders. However, this approach lacks both systematic (non-brainstorming-driven) identification of the relevant requirements classes and an algorithmic reflection of these information needs in a requirements process. Furthermore, the context of reuse orientation is not considered. Unfortunately, also more recent work dealing with information needs such as [29], does not offer systematic guidance on how to derive these needs.

3 Incorporating Reuse Knowledge into a Requirements Process

In order to proactively guide the requirements process towards fitting customer requirements more efficiently, explicit knowledge about the capabilities, constraints, and needs posed by a SPL must be made available in the requirements process. A first step towards this goal is the early consideration of existing solution assets (not any requirements!) when defining requirements with customers [11]. However, as this notion in isolation does not give any guidance on how to perform the elicitation in an effective and efficient way, it is necessary to give requirements engineers very precise guidance in terms of an elicitation guideline that clarifies which requirements classes are to be discussed in which sequence and which constraints have to be considered. The main benefit of such an explicit guideline is that requirements engineers “know” which information they have to elicit (and which not) and which valid range of values can be provided without contravening the capabilities of the reuse asset base. Hence, omissions as well as superfluous elicitations can be avoided proactively, and negotiations can be initiated and finished successfully much earlier when customer requirements contradict the capabilities or constraints. Nevertheless, it has to be noted that the elicitation guidelines are not intended to restrict the creativity of customers but just answering prepared questions. Rather, the guideline should help the requirements engineer in performing a meaningful and especially complete elicitation.
In this context, the main difference of our proposal to other SPL requirements approaches is that already existing SPL characteristics are just used in order to give customers the possibility of aligning their real needs with innovative features on their own. Thus, real customer needs and expectations are, as in traditional RE, taken as a driver for the elicitation process, but knowledge about the SPL is used as a guide rail to prevent requirements engineers from going astray. However, this notion can only be successful if both the elicitation guidelines and the SPL capability representations are derived systematically based on the given reuse asset base and the corresponding developers’ information needs. This section therefore describes our SPL-driven tailoring method for the systematic adaptation of requirements processes.

![Figure 1. Decisions to be made during tailoring](image)

### 3.1. Foundation for SPL-driven RE Tailoring

Before introducing the activities to be carried out during tailoring, the conceptual elements to be handled must be clarified first (see Figure 1). According to this model, which partially includes concepts of [16], the generic systems represented by a given reuse asset base are in the center of attention. A generic system provides certain capabilities depending on the logical parts it contains. In this context, logical parts are all runtime-relevant artifacts (independent of their granularity) that implement system capabilities, such as components, classes, sub-systems, configuration files, functions, interfaces, and the like. A logical part can either be common, optional, or variable within concrete instantiations of the generic system.

Logical parts that are variable or optional are called variation points and may have different variants that implement this variation point in alternative ways. Which variant is chosen in a concrete system depends on an (either explicit or implicit) design decision. In order to make this decision in a well-informed manner, specific information must be known. Hence, each decision point causes information needs (i.e., something an application engineer must know) that must be satisfied by a set of requirements. The simplest information need (which is often the one relevant in
traditional product line engineering) is the need to know which variant a customer wants. But as customers typically know what they want, but not what they really need [13], decision-making is usually a more complex process requiring additional information about the system context and the intended use. Therefore, appropriate requirements classes (i.e., types of requirements that are concerned with a specific issue, for instance, use cases) must be found whose instances are able to satisfy the given information needs. For example, deciding which database system should be used depends on information about available budget, required power of queries, or the amount of data to be stored., which can be delivered by requirements classes such as “Project constraints”, “Desired queries” or “Quantified data models”. Hence, requirements delivering this information must be elicited explicitly during the requirements process. However, as the supported capabilities, especially those provided by different variants, may also pose constraints for the definition of realizable requirements, the valid ranges of the corresponding requirements classes have to be restricted accordingly.

3.2. Tailoring Phases

Based on the above-mentioned foundation, we developed a precise three-phase tailoring method that systematically maps the properties of a given reuse asset base to a requirements process by means of a systematic, repeatable, and efficient elicitation guideline. While Figure 2 shows the essential steps and artifacts of tailoring, the details of each phase are described below.

Infrastructure Analysis & Rescoping. The purpose of the infrastructure analysis & rescoping phase is the identification of existing reuse assets and their capabilities (as shown in the form of the gray boxes in Figure 1). Below, the activities of this phase are described.

1) Identify and classify logical parts. In the first step, the tailoring expert and the SPL architects analyze the SPL’s reuse asset base (see (1) in Figure 2). The purpose of this step is to decompose the generic systems addressed by the SPL into their logical parts, and to decide whether these parts are mandatory or optional, respectively fixed or variable within these generic systems. A helpful starting point for this decomposition are the main layers of modern information systems. As a result of the recursive decomposition, a classified list of logical system parts is then obtained.

2) Determine valid variants and capabilities. Based on the list of logical system parts, the tailoring expert and the architects check in which ways the variable system parts (i.e., the variation points) can be currently implemented. Hence, for each variation point, different variants that are valid (i.e., already in scope) are explicitly listed or implicitly described in a list of valid variants, respectively a list of valid ranges of values. Then, these variants as well as the fixed parts are taken to extract all functional and non-functional capabilities of the entire generic system into a structured list of capabilities.
3) Determine adherence to capabilities. The tailoring expert, the product manager, and the architects then cooperatively decide whether they would like to insist on the available capabilities only during applications or whether they would like to allow modifications and extensions. If deviations are possible, boundaries of these deviations as well as criticality and operational reactions in case of deviation are defined in terms of “allowed deviations”. The difference between allowed deviations and variants is that allowed deviations are possible but have not been explicitly anticipated, while variants have been.

Figure 2. Essential tailoring steps and artifacts

Information Need Analysis & Requirements Tailoring. In the information need analysis & requirements tailoring phase, which is the core of our SPL-driven tailoring method, the analyzed knowledge about the reuse asset base and the adherence to its capabilities is taken to identify the requirements classes that are necessary for making relevant development decisions. The purpose of this phase is the systematic identification of information needs and SPL constraints that must be satisfied by, respectively considered during, a requirements process (see white boxes in Figure 1). Below, the activities of this phase are described.

1) Identify information needs. In this step (see (2) in Figure 2), the tailoring expert first identifies all people who are responsible for resolving variation points during application engineering. The tailoring expert then discusses with these people
each variation point they are responsible for in order to find out which information is needed for deciding how the variation points should be resolved. Furthermore, for each information need, valid ranges of values are defined based on the currently supported SPL capabilities and the allowed deviations. As a result of this second activity, a consolidated list of information needs including their valid ranges of values is obtained.

2) Incorporate information needs. During this step (see (3) in Figure 2), the requirements classes whose instances are able to satisfy the identified information needs are determined. For this purpose, a conceptual requirements model is created by the tailoring expert. This model describes all important requirements classes that must be discussed during the requirements process. Hence, as a result of this step, a model that formally expresses the actual information needs and their dependencies is obtained (see Figure 3 for an exemplary extract).

3) Incorporate reuse strategy. In order to reflect not only the information needs but also the reuse constraints and capabilities, the tailoring expert and the product manager decide which requirements classes should be restricted, either through attribute constraints or through explicit, predefined instances (e.g., variants). To make this decision, also real-world possibilities such as “Is it realistic to define all possible instances in advance?” have to be considered. As a result, the degree of freedom for each requirements class is reflected in the conceptual requirements model using tagged values. Then, the tailoring expert determines the concrete valid ranges of values for each requirements class, respectively their attributes, based on the previous decision. For each requirements class whose instances should not be predefined, the constraints described in the list of information needs are transferred to the conceptual requirements model. Then, for each requirements class whose instances are to be predefined, concrete instances are developed together with the product manager according to the structure and relationships of the requirements class. For this purpose, the already existing reusable requirements are taken into consideration.
Hence, as a result, an updated version of the conceptual requirements model and, if applicable, a set of predefined requirements are obtained.

**Process Operationalization.** The final process operationalization phase deals with rather operative decisions. The purpose of this phase is the implementation of the tailored requirements process in an organization, including the decision about which notations are to be used or in which form the reuse capabilities should be represented to the customers. Important sub-steps are the setup of a reuse repository and the generation of elicitation guidelines based on the conceptual requirements model developed before. Especially the latter model transformation (for technical details, see [24]) allows achieving high preciseness and individuality of the requirements process without any costly “handbook creation”. Thus, organizations applying our tailoring method can benefit immediately from a concrete elicitation guideline.

1) **Determine capability representations.** As sales knowledge is a valuable input for product definition (or even derivation) [8], this activity deals with the decision on how to “sell” the reuse capabilities to a customer during the requirements elicitation. As the prediction of concrete requirements is limited in the information system domain, the tailoring expert and the product manager therefore determine how to represent existing solution components. This representation should, in particular, allow requirements engineers to guide the elicitation process towards realizable requirements when concrete requirements instances cannot be predicted in advance. Hence, the determination and creation of conceptual service descriptions [11] adequately presenting the reuse capabilities is basically the purpose of this step.

2) **Generate guidelines and templates.** In order to actually reflect all tailoring decisions in a requirements process, prescriptive and precise elicitation guidelines and specification templates should be used. Therefore, elicitation guidelines and specification templates are automatically generated based on the information needs and constraints expressed in the conceptual requirements model (see (4) in Figure 2). An exemplary extract of an elicitation guideline that describes instructions for the elicitation of a requirements class “Incoming Document” is shown in Figure 4.

3) **Fill reuse repository.** In this step, the tailoring expert imports and categorizes the predefined requirements developed in the previous phase into a repository using the generated templates. Furthermore, the conceptual services developed before are also stored in the repository, and additional tool, e.g., for specification is set up.
4 Feasibility of Tailoring

To investigate the feasibility of our SPL-driven tailoring method, we performed a case study in a medium-sized enterprise that develops content recognition software in the domain of invoice processing. Even if it is not possible to show all case study results in detail due to confidential reasons, the extracts shown in Figure 3 and Figure 4 are taken from real artifacts produced during the case study.

**Background.** Before the requirements process was tailored to its specific needs, the case study organization was not satisfied with its performance when developing customer-specific systems. The concrete problem this organization had was that the requirements specifications delivered by external sales partners were often not appropriate for application engineering, because application engineering-relevant information was missing, or requirements that could not be realized in time and within budget were promised to the customer. Hence, the project team was often faced with the need to renegotiate requirements or to implement features from scratch.

**Objectives of Study.** The goal of our case study was to analyze our SPL-driven tailoring method for the purpose of characterization with regard to feasibility and suitability from the viewpoint of the method engineers in the context of a SPL organization. The hypotheses we wanted to support were:

- **H1.** Our tailoring method can be carried out as described above.
- **H2.** Our tailoring method and its results are suitable for the context of IS developing organizations, i.e., a) the effort to perform the tailoring is justifiable, and b) the resulting elicitation guideline is applicable in real projects.

**Data Collection and Analysis.** To gather data with regard to the first hypothesis, we wrote down our experiences during tailoring. We checked whether our method steps could be carried out as planned or whether we had to change the way a step was performed in order to keep it applicable. To gather data with regard to the second hypothesis, we objectively measured the effort needed to perform each tailoring step. Furthermore, at the end of the case study, we let the persons who participated in the tailoring sessions fill out a questionnaire in order to get an impression of the practical applicability of the tailoring method and the resulting elicitation guideline.

**Validity Threats.** The case study has only shown basic possibilities of our tailoring method without generalizable results. A specific threat was the fact that we did not involve the real decision makers but only two surrogates from the case study organization. A further threat was that we carried out the tailoring by our own.

**Case Study Performance.** During the case study, we performed the SPL-driven tailoring as mentioned in section 3. The role of the tailoring expert was taken by the method developer, while two experts from the case study organization assumed all other roles. We organized the tailoring in three half-day workshops followed by subsequent “homework”. The resulting documents were then discussed and reviewed by our contact persons in the case study organization.

**Results.** The case study confirmed the feasibility of our SPL-driven tailoring method. We could show that it is possible to define a tailored requirements process, respectively a precise elicitation guideline, based on a given reuse asset base when following our method. Therefore, our hypothesis **H1** (feasibility) has been strongly supported by the study.
With regard to $H2a$ (suitability of method), we measured a total effort of 7.8 person-days (pd) with a ratio of 0.3 person-days per (high-level) system part. With 0.9 person-days, the “Incorporate information needs” was the most costly step.

In this regard, an interesting feedback was that the elicitation guideline could be developed “by only answering some questions”. Hence, the people from our case study organization were impressed that they did not need to have deep requirements engineering experience when participating in the requirements process tailoring.

With regard to $H2b$ (suitability of tailoring results), the achieved elicitation guideline was assessed as being very helpful for the case study organization. The participants were convinced that this guideline can support achieving a better fit between requirements and available components, leading to better quality of the requirements specifications and less effort in subsequent development phases. In particular, they mentioned that this guideline is a helpful tool for requirements engineers without making requirements elicitation a too rigid task. Furthermore, they emphasized that the side effects of our approach were extremely low in contrast to other reuse strategies: Apart from the guidelines used for the requirements process, nothing has changed in the organization, which makes this approach especially interesting for enterprises that have neither time nor money to invest in heavy-weight changes. Another side effect was the fact that inexperienced people can also be guided well in performing requirements elicitation by following the guideline. Hence, it is expected that elicitation can become less dependent on people doing it.

**Limitations.** Due to time restrictions, we have not applied the resulting elicitation guideline in real projects. So far, the results of our tailoring method have only been evaluated by subjective feedback but not through real use. Furthermore, we are aware that our approach is not the best choice when customer requirements can be predicted in advance to a large degree (in this case, a traditional product line should better be (re)engineered).

**Open Issues.** We have to check whether the tailoring results are reproducible. Furthermore, of course, we have to show that using the tailored guidelines actually results in a better fit between customer requirements and infrastructure capabilities. We are preparing a controlled experiment and a second case study in this regard.

**5 Conclusion & Outlook**

Building new information systems based on a SPL is often less efficient than expected because requirements often do not fit the characteristics of a given reuse asset base. Even if product line requirements engineering approaches explicitly aim at improving this fit, they often do not provide the required flexibility or tend to lose their systematic support when they are to be used for requirements that were not been foreseen during domain analysis already [21].

In this paper, an approach for reconciling customer requirements with the capabilities of a reuse asset base in more flexible way has therefore been motivated: Instead of confronting customers with predefined requirements, customer’s real needs should be aligned with reuse capabilities during elicitation. To make this happen, the contribution of this paper is an SPL-driven tailoring method that incorporates
knowledge about a reuse asset base into a precise elicitation guideline without the need to explicitly reengineer requirements. The approach has been evaluated in an organization that provides highly individual document recognition systems based on a core product platform. The study has shown that our SPL-driven tailoring is feasible and that the resulting artifacts promise many benefits.

For the future, we plan to conduct additional validations and we are going to provide more guidance for the tailoring steps. Furthermore, we are going to improve the tool support and automatic generation of the process guidelines.
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1. Summary of Presentations

The First International Workshop on Product Line Requirements Engineering and Quality (PLREQ’10) was conducted as a half-day workshop. It included two invited talks and two full papers covering various aspects of quality. 17 people attended the workshop and contributed to a lively discussion.

Lauenroth and Heuer presented a tool to deal with the large complexity that product line models can exhibit [1]. They address the complexity by a layering approach in combination with hierarchical models, views, and filters. In particular, they presented a mountain view and a tree view as structuring approaches.


Decision-making is an important aspect of product line requirements engineering. Kabbedijk et al. [5] present an empirical study for the determination of characteristics that influence decisions in change management process of requirements engineering. Qualities such as lead time and number of products affected influence decision-making in a market-driven business.

Building new information systems based on a SPL is often less efficient than expected because customer requirements often do not fit the capabilities or constraints of a reuse asset base. Especially in cases where SPL requirements are documented insufficiently, this problem is almost unsolvable. To cope with this challenge, Adam et al. [6] presented a novel approach for flexibly aligning customer requirements with
the capabilities of a SPL. They tailor requirements processes based on the characteristics of a given reuse asset base without the need to reengineer all SPL requirements explicitly.

2. Discussion Points

The discussion focused around a few themes:

**Flexibility aspects.** Flexibility is a very important quality in product lines for supporting the realization of different products. The key approach to achieving flexibility in product lines is by explicit variability. This flexibility comes with a price: performing changes in a product line platform is more complicated than for a single product and requires a long-term vision.

**Modeling quality requirements.** While most variability research in product line engineering focuses on functional aspects, it was proposed that more attention should be paid to addressing variability of quality requirements. For example, quality requirements could be modeled in a separate dimension and could be linked to variability models.

**Reusing quality requirements.** Experience from the automotive sector shows that reusing quality requirements can lead to many errors. The reuse of quality requirements has thus to be done with very much care. Approaches dealing with the reuse of quality requirements and tradeoffs for reuse should be developed.

**Domain-specific guidelines.** Qualities are handled differently in different domains. Therefore, domain-specific guideline was one more research theme identified in the discussion.

**Qualities for benefits.** It was also proposed that a more stringent definition of quality benefits in product lines should be developed (e.g., reuse, product qualities, time-to-market) and metrics are needed that allow to quantify these benefits.
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1 Conception

RePriCo’10 represents the First Workshop on Requirements Prioritization for customer-oriented Software-Development (RePriCo’10) held in conjunction with the 16th International Working Conference on Requirements Engineering: Foundation for Software Quality (REFSQ2010).

Prioritization is an essential task within the requirements engineering process in order to cope with complexity and to establish focus properly.

From a formal standpoint of view it is merely a matter of choice of the right specification method and granularity of analysis. From a practical perspective it is a matter of customer orientation also: consensus must be achieved about the appropriateness of requirements from the view of the customers and fed back into the process.

The workshop served as a platform for the presentation and discussion of new and innovative approaches to prioritization issues for requirements engineering with a focus on customer-orientation. This year’s topics dealt with established research findings as well as preliminary research results leading to arguments and positions to be discussed within the community.

RePriCo’10 attracted 11 submissions. Each submission was reviewed by two members of the program committee. Based on the reviews, two submissions were accepted as full research papers and four submissions as position papers.

The research papers comprise current research findings from the fields of requirements elicitation in agile software development and of the support for structured capturing and analysis of requirements from an IT and methodological point of view.

The position papers discuss the customer-orientation of agile software-development methods with respect to requirements prioritization, the need for regarding service commitments in requirements engineering, business value as a
multi-dimensional construct and the combination of prioritization issues with business process-driven requirements engineering.

We are convinced that the findings in these proceedings encourage researchers as well as software-developers, requirements engineers or consultants to absorb new ideas and to carry them out into their daily work and research projects.

2 Organization

2.1 Program Committee

Chair
Prof. Dr. Georg Herzwurm, University of Stuttgart, Germany
Prof. Dr. Wolfram Pietsch, University of Applied Sciences Aachen, Germany
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Dr. sci. Math. Thomas Fehlmann, Euro Project Office AG, Switzerland
Prof. Dr. Thomas Lager, Grenoble Ecole de Management, France
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Dipl.-Kfm. (FH) Benedikt Krams, University of Stuttgart, Germany
Dipl.-Wirt.-Inf. Sixten Schockert, University of Stuttgart, Germany
Requirements Elicitation in Agile Software Development

Dr. Thomas Fehlmann
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thomas.fehlmann@e-p-o.com

Abstract. Agile development methodologies cope with the problem that requirements are often not detailed or not complete enough to specify all software features needed already in the beginning and in sufficient detail. Adding features step-by-step while developing software to stakeholders’ needs is a promising approach. However, how can such software development keep focus on the business goals of the product sponsor? The key is measurement of the Software Process. A combination of Functional Size Measurement and Quality Function Deployment makes the agile development process measurable.

1 Introduction

The Quality Function Deployment (QFD) method orientates products and services towards measurable customer values. It translates between different views of customers and engineers, of users and administrators, or developers and testers. Such translations are called ‘Transfer Functions’ \( T \); they transfer solutions \( \mathbf{x} \) into results \( T(\mathbf{x}) \), called ‘response’ [7]. These responses can be measured and compared to the goals \( \mathbf{y} \). If the variation between goal \( \mathbf{y} \) and the responses \( T(\mathbf{x}) \) is within the tolerance range, we understand that these solutions deliver responses according expectations.

The key term is prediction. A prediction model for measurable business goals (the ‘\( \mathbf{y} \)’s, e.g., defect density, see [12]; project costing\(^2\), see [13]) allows to control the solution-influencing factors \( \mathbf{x} \) forcing the response (i.e., the process results \( T(\mathbf{x}) \)) into the allowable tolerance range around the \( \mathbf{y} \)’s.

The entities \( \mathbf{x} \) and \( \mathbf{y} \) are vector profiles since neither goal nor influencing factors come alone, or without constraints. The vector spaces that we consider represent business requirements and solution approaches, respectively.

---

1 This notion is inherited from the Six Sigma Management initiative, see [7].
2 Note that we do not use FSM for predictions of effort or duration of a sprint. Experiences have shown that effort prediction based on FSM alone is not very useful for agile development [17]. Effort prediction in agile projects is discussed in [15]; and effort prediction with Six Sigma methods is explained in [13].
2 The Agile Development Cycle

The Agile Development Cycle used in the following sections refers to Scrum, a popular and well-structured agile development methodology [15] whose processes fit well into Six Sigma\(^3\). The artifacts in Scrum are the *Product Backlog*, the *Sprint Backlog*, and the *Burndown Graph*.

2.1 Planning the Development

The Product Owner builds the Product Backlog, a prioritized list of the client's needs. These needs are expressed and/or written in the form of User Stories [16]. This list is prioritized according to the client necessities; the more business value, the higher on the list the User Story will be placed [18].

Before starting a Sprint, the Scrum Team, the Scrum Master and the Product Owner perform the planning in a ceremony called the Sprint Planning Meeting. During this meeting, the stories with higher priorities are thoroughly discussed and understood by all involved in the process. The Scrum Team then takes these stories and breaks them down into Work Items, representing the activities needed in order to get each story done\(^4\). These Work Items constitute the Sprint Backlog.

2.2 Planning Sprints

The decomposition of User Stories into Work Items relies on the developers’ ability to understand the product sponsor’s business. The main problem when doing this kind of decomposition is that the sponsor can only rely on trust into the professional skills and the business domain expertise of developers when judging whether proposed Work Items are really needed and contribute to business goals, and for sorting out gold-plating and efforts waste.

There is no easy work-around for this problem. The literature on Agile stresses the responsibility of the sponsor to decide what is needed for his business and what isn’t; however, this is circular reasoning. It is often difficult for the sponsor to decide about usefulness of technical features; developers might have the better judgment. But the developers expect the sponsor to decide; whereas the sponsor believes the developers should know better what is needed.

In Scrum, it is left to the Scrum master to moderate between product sponsor and team which feature to implement and which not. This procedure is not inspiring innovation and search for inventive solutions. Because of this vicious cycle, any software development inherently carries the risk of loosing focus on business needs.

---

\(^3\) This is for convenience only; in fact, the Six Sigma techniques presented here can be used for all agile development approaches that derive from the ideas presented originally by Kent Beck [14].

\(^4\) We prefer using the term “Work Item” instead of activities, since performing activities do not necessarily add value.
Involving the customer, represented by the product sponsor, into design decisions does not address that risk.

And even if the product sponsor is technically skilled enough to prioritize Work Items, loading technical decision responsibility upon the sponsor makes poor use of the advantages of division of work according professional skills. It is not normally expected that the product sponsor is equally skilled in ICT technology as the developers are.

The usual work-around for this problem is remaining high-level when prioritizing Work Items for a Sprint. Another work-around is hiding; creating clandestine Work Items when technically needed but impossible to explain to the product sponsor. Both tactics are used frequently in software development – not only in Agile! – and constitute serious threats for business success.

2.3 Validation and Entering Next Cycle

At the end of the Sprint an increment of the product is delivered. The updated Burndown Graph visualized the progress made. Two ceremonies are performed, the Sprint Review, where the potentially deliverable product increment shall be accepted by the Product Owner, and the Sprint Retrospective, where the team discusses improvements that can be done during the next Sprint. These improvements range from changes in artifacts to better personal interaction.

The development project closes when the Product Backlog is empty; or the Sponsor wants to move the product into maintenance phase; or development focus changes from new features to feature enhancements and bug fix requests that might have piled up.

2.4 The Need for Measurements

The stakeholders in agile software development need software metrics that are similar to traditional software development. They need measurements for:

- Development effort – is there some budget left?
- Size metrics – how big is the backlog?
- Quality metrics – how satisfied users and customers will be with the product?

Development effort is measured by time-boxing. For sizing, Story Points are a popular method for sizing backlogs, or requirements. However, Story Points is not a measurement method. It lacks standardization, repeatability and independence from teams [16]. For quality, often enough only qualitative criteria exist.

Measuring software already during the software development cycle in turn has no disadvantages. It hurts nobody and nothing, especially not in an environment where people are empowered to perform agile software development.
3 Functional Size Measurement Methods

There are many functional size measurement methods; the most popular being the Function Points counting model according to IFPUG (ISO/IEC 20926) [2] and the COSMIC measurement method (ISO/IEC 19761) [4]. Both methods measure different aspects of software requirements [11], and thus it depends on the business environment which method to choose. For this paper, we concentrate on the COSMIC method.

3.1 COSMIC Functional Size

For the COSMIC measurement method it matters how many interactions are needed between system components to produce a system response.

3.1.1 Identify Data Movements

An occurrence of a data movement is a base functional component which moves a single data group type. There are four sub-types of data movement types: Entry, Exit, Read and Write.

![Fig. 1: Visualization of Counting Data Movements](image)

A data movement occurs during the execution of a functional process. There are four sub-types of data movement: Entry, Exit, Read and Write, each of which includes specific associated data manipulation.

1. An Entry (E) is a data movement that moves a data group from a functional user across the boundary into the functional process where it is required. An Entry is considered to include certain associated data manipulations.
2. An Exit (X) is a data movement that moves a data group from a functional process across the boundary to the functional user that requires it. An Exit is also considered to include certain associated data manipulations (e.g. formatting and routing associated with the data to be exited).
3. A Read (R) data movement that moves a data group from persistent storage within reach of the functional process which requires it. It is considered to include certain associated data manipulation sub-processes necessary to achieve the Read.
4. A Write (W) is a data movement that moves a data group lying inside a functional process to persistent storage. It is considered to include certain associated data manipulation sub-processes necessary to achieve the Write. Data movements can be derived from the components identified in sequence diagrams according the RUP Methodology, see [19], [20].

3.1.2 Counting Data Movements
Counting COSMIC functional sizing units is simple: you sum up all the data movements identified above.

COSMIC allows accounting for the complexity of distributed data storage due under appropriate viewpoints, e.g., some particular architecture, as this may cause large number of Writes in COSMIC, but yielding only one Elementary Process. The COSMIC counting method is preferred for modern architectures and for real-time applications.

3.1.3 Visualization
Visualization is also available, see Fig. 1. This counting method fits very well to User Story cards, as pointed out by Grant Rule in a recent note (Fig. 2)\(^5\). It creates a common understanding and allows identifying risks with the planned software at an early stage.

*Fig. 2: Sample User Story with FSM according ISO/IEC 19761*\(^6\)

3.1.4 Identifying Action Items
From Fig. 2, we identify three data movements as Work Items needed to implement the User Story “Search Book by Titles”; “Read Book Title”, “Search in Book Data”,

---

\(^5\) Communication by Charles Symons, chairman of COSMIC Consortium (www.cosmicon.com)

\(^6\) Sample User Story card with acknowledgment to the creators Grant Rule, Charles Symons (both Software Measurement Services Ltd) and Peter Fagg (Pentad Ltd.).
“Present list Books Found”; an Entry, a Read, and an eXit. These are functional tasks that the software must be able to deliver in order to implement the said User Story. But these three Work Items are not enough.

3.2 Extension of Functional Requirements to Work Items

The value of the sequence diagram to detect software risks and missing requirements is known and well-documented [19]. The strict definitions used for defining elementary processes and data movements in the international standards provide a means to detect missing requirements before development has started.

Note that are four more Work Items hidden in the user story in Fig. 2 that are needed to implement the User Story to the customer’s full satisfaction:

1. the need for an extended title text search mechanism;
2. search speed optimization;
3. an entry scan that forgives grammar glitches; and
4. a pattern matching search algorithm.

Although the FSM method serves well for decomposing User Stories into measurable and executable Work Items, it does not identify non-functional requirements. The notions of elementary processes in FMS such as data transactions, resp. data groups, are far away from actual data storage, from architectural constraints, or from performance concerns. For instance, in our sample User Story in Fig. 2, we would need additional environmental information that probably only developers have.

Developers have to do things like setting up one or more databases or services, in other – more traditional – words: they have to design a solution, before they can implement elementary processes. FSM simply does not give all requirements for the design, because it is limited to user-perceivable functionality. Neither technical nor quality requirements are detected by FSM.

4 Measuring non-functional requirements

4.1 Quality Function Deployment

Quality Function Deployment (QFD) has come to life in Japan during the 1980ies and had been applied in the heavy industry first for determining customer’s needs, not in terms of functionality alone but also in quality [8]. Today, QFD is widely used in the automotive industry, but also in software ergonomics, marketing services, and decision making. The mathematical foundation of QFD is the Eigenvector theory, similar to what Google uses for its search engine [24].

The basic idea behind QFD is to translate the profiles of goal topic into profiles of a suitable solution topic by means of a linear transformation. A profile is a vector in a multi-dimensional vector space, usually in the space of independent events that can happen. In a traditional industrial production process, events are physical; in software, statistical control of events happens in the space of mutually independent requirements. Requirements are less prone to measurements than events in a
production process, and orthogonality is even more disputable. This makes QFD more difficult to apply for software; however, the mathematics for QFD is the same.

The term “Critical Parameter” is used for setting up the profile vector. Criticality implies Orthogonality, see [7], pp. 87. The Transfer Function achieves the linear mapping of the Critical Parameter Profile to Critical Functional Responses as a mathematical transformation. The identification of profiles in specific product-related topics is called “Critical Parameter Management” (CPM), see [7], pp. 130, 259-261, 280ff etc.

The goal profile in Six Sigma, the defect-free ideal result of the process, is called \( y \). If \( T \) is the known Transfer Function, the challenge is to find the solution profile \( \bar{x} \) such that \( T(\bar{x}) = y \). This means, we are looking for the process input parameter profile \( \bar{x} \) such that \( T(\bar{x}) \) yields \( y \) as exactly as possible. Finding the solution profile \( \bar{x} \) is not that easy. We would need the inverse Transfer Function \( T^{-1} \) such that we can effectively compute \( \bar{x} = T^{-1}(y) \). In general, such an inverse does not exist.

Fortunately, we don’t need to compute the inverse Transfer Function for a solution; we only need a good guess for \( \bar{x} \) yielding a \( T(\bar{x}) \) near enough to \( y \). ‘Near’ means the usual vector distance: let \( y = <\psi_1, \ldots, \psi_n> \) and \( z = <\zeta_1, \ldots, \zeta_n> \) be two vectors of dimension \( n \) in the goal space, then the vector distance is the square root of the sum of squares. For normalization reasons, we divide8 the result by square root of the dimension \( n \):

\[
||y - z|| = \sqrt{\sum_{i=1}^{n} (\psi_i - \zeta_i)^2 / n} \tag{1}
\]

4.2 The Convergence Gap

With QFD, people search for solutions among vector profiles of the form \( T'(y) \). If \( \bar{x} \) is a solution, i.e., \( \bar{x} = T'(y) \) for some Transfer function \( T \), and \( T(\bar{x}) \) comes near to \( y \), i.e. \( ||\bar{x} - T(\bar{x})|| \) is small, then the solution \( \bar{x} \) is a considered as a possible problem solution. Otherwise, if the solution profile \( \bar{x} \) delivers a \( T(\bar{x}) \) that is far away from the goal profile \( y \), the Transfer function \( T \) yields on \( \bar{x} \) something else than the customer wanted.

If the goal profile \( y \) is of dimension \( m \), the vector distance is measured in the goal topic space with dimension \( m \) again. This distance is a metric for how accurate the solution profile \( \bar{x} = T'(y) \) solves the problem \( y = T(y) \). We can compute the distance between goal and response, using formula (1):

7 If the inverse Transfer Function would always exist, we would have a general solution solver for all kind of problems. Such a miracle solver would make business life boring.
8 The reason for the division through the square root is discussed in full in [9].
9 Six Sigma metrics are different from other metric approaches: metrics are in the goal topic area, not in the solution area. Traditional metrics most often focus on solution topics, e.g., bug counts in software. Six Sigma is not looking for solution-approach metrics. Two solution approaches that yield the same responses are equivalent for Six Sigma metrics.
This is called the Convergence Gap for the solution $x = T(y)$. Formula (1) describes the Convergence Gap in component form when replacing $z$ with $T(x)$. From a practical point of view, using $x$ as process input, the Transfer function $T$ enforces the response $y$.

### 4.3 The Business Value of QFD

The agile development processes, as exemplified with Scrum, already has a mechanism to define $T$. When the Scrum team defines the Work Items needed, it implicitly finds the solution profile $x$. All that is left is checking the Convergence Gap to see whether $x$ will deliver what the sponsor expects. The $y$’s are the customer’s business values; the $x$’s are the quality criteria that the project team must meet to deliver the expected business values. This is the essence of the QFD process [23].

### 4.4 Blending Quality Function Deployment with Agile

There is a simple and well-established visualization technique available that was developed at the Kobe shipyards in the 1980’s.

The $y$-axis of our matrix is labeled with the business requirements. These requirements must not be functional but describe what qualities matter for the customer’s business. Speed, performance, safety, security, privacy, relevance, correctness, completeness are typical for such values that derive from the customer’s business. They can be specific like ‘personal health data of employees is accessible to Human Resource People only’, or describe soft values like ‘Create Trust among Users’. Business requirements should not prescribe technical solutions (like ‘must be implemented with MySQL’); business requirements must be something a developer can have impact upon, rather than solution constraints.

Similar to the FSM approach, a team can visualize a QFD matrix without bothering about numbers and theory. The $x$-axis is labeled with the User Stories that the developers want to implement. The entries in the correlation matrix cells represent the Work Items needed to implement a User Story, identifying the respective business requirement where it contributes. The rules for the numerical matrix evaluation are given above and are not more complicated than the Low-Medium-High characterization of complexity of elementary processes. Numerical evaluation can be done off-line and probably has less relevance for the developers than for the Product Sponsor.

The rows ($y$-axis) are labeled with the goal topics: the (non-functional) business requirements; the columns ($x$-axis) contain the solution topics: the User Stories. The correlation values ($a_{ij}$) – the matrix components of the Transfer Function $T$ – are found as follows: in each sprint, the developers identify the Work Items needed for an User Story. Each such Work Item can be entered into one or more matrix cells if it contributes to the respective business requirement. Work items are not restricted to functional features; typically they refer to work enhancing quality rather than
functionality, such as creating a database schema that is extendible in future version of the software, re-factoring a feature for better performance, adding features for better ease-of-use; we don’t restrict the creativity of developers to argue why they need to perform such Work Items. Only, they must contribute to some business requirement.

4.5 Collecting Developer’s Intelligence with QFD

The evaluation of the matrix cell is done as follows: the developers that worked on some user story have points to distribute to all Work Items recorded in the matrix cells according the functional size of the respective User Story. They can distribute those points to the Work Items, indicating how much they did contribute to each of the business requirements.

This can be done initially, at Planning Poker time, or after the daily stand-up meetings (see section 4.7 Focus on Quality thanks to Developer’s Empowerment), and revised whenever needed. The developers use colored marker buttons that they can distribute; red points represent value 6, blue points represent value 3, and light green points represent value 1. The total of points distributed per User Story equals its FSM count.

Note that one Work Item may appear several times in a column, if it contributes to more than one single business goal. The total weight attributed to all Work Items in a column must equal its total functional size.

The total value of a correlation cell $a_{ij}$ is the sum of all points for the Work Items recorded in the matrix cell$^{10}$ that contribute to the respective User Story. We use colored “Post-it” sticky notes per Work Item identifying the Work Item by its number.

---

$^{10}$ Note that the same feature can be used in different cell if that Work Item contributes to more than one business requirement. However, the total number of value points is limited by the functional size of the respective User Story.
Fig. 3. The QFD House of Qualities$^{11}$

The result is a visualization that is immediately understood by developers and customers alike. Areas with strong correlation in the matrix contain much red, indicating important solution topics for reaching the stated goal. Areas that contribute less remain lighter colored or even white$^{12}$.

People visually perceive a matrix with large Convergence Gap as unbalanced; and well-balanced matrices in turn have small Convergence Gaps. Because of this, QFD has been very successfully applied as a workshop technique in many industries without people ever understood the Eigenvector theory behind [21], [24]. In our context, we use QFD as a communication tool, not for its statistical significance alone.

$^{11}$ Following a remark by Glenn Mazur, both matrix dimensions address qualities: one the business goals, the other the solution qualities of the Work Items.

$^{12}$ In QFD, finding the matrix describing the Transfer Function is the problem. To identify the correct correlation values, you need excellent data. Google finds the data using a Web Crawler that correlates web pages with its content. If you have no data to fill in the matrix elements, you try best guesses from QFD workshops [8] with excellent people. In agile software development, the developers fill the correlation cells in the House of Qualities matrix, using their technical skills and business intelligence.
Finding all Work Items with functional decomposition using the FSM method alone is not possible. The case with the database setup was already mentioned, but more such features come easily to mind. The QFD policy enables developers to add non-functional Work Items to user stories when there is a fitting matrix cell. Using this policy, developers have a standardized, institutionalized way to assess usefulness of Work Items that they expect contributing to quality. For this reason, the correlation matrix is called the *House of Qualities*.

This correlation matrix is constructed in a different way from traditional QFD. Traditionally, the correlation elements are found by physical evidence rather than by identifying qualities in people’s Work Items. We expect the completed House of Qualities to be balanced in the sense that all requirements are addressed but none is overachieved, as seen with the horizontal bars in Fig. 3. This means the team spent Work Items on requirements according importance for the customer. Mathematically speaking, its Convergence Gap is low. The business understanding is that a low Convergence Gap indicates that all of the business requirements are addressed, and none over-achieved. Using the House of Qualities, the Scrum master can visualize and explain it to both product sponsor and the team.

### 4.6 Using QFD for User Story prioritization

The traditional use of the QFD matrix – not only in Agile – is for prioritizing User Stories. In fact, when one knows the necessary Work Items in advance, summing up their contributions and weighting it with the goal profile $y$ is the traditional method of identifying the initial solution profile $x$. In our context, this is also possible. A User Story that does not contribute to business goals at all is probably not needed. However, the primary goal of our use of the QFD matrix is identifying and allocating Work Items to User Stories, the correlation elements in that matrix are typically not yet known when selecting User Stories for implementation.

### 4.7 Focus on Quality thanks to Developer’s Empowerment

Additionally to the functional decomposition with FSM, each developer who identifies a non-functional or functional requirement as a Work Item to the Sprint backlog will be asked to position his Work Item in the House of Qualities in the respective User Story column. The developer can distribute as many correlation weight points to the matrix cells in the House of Qualities as the User Story had in total for functional size. Thus the total strength of correlation is weighted by functionality; the reason for this is that quality can only be perceived through functionality. It is the developer’s decision whether to spend all his functional weight in one cell, or spreading them more or less equally according the emphasis that had been set on the particular customer requirement.

The House of Qualities grows over time with each Work Item identified as a requirement, and the Convergence Gap gives an accurate measurement whether the product development will meet the quality goals of the customer.
5 Conclusion

5.1 Requirements Elicitation with Agile

Agile software development has big advantages over traditional approaches in detecting missing requirements early enough, making it worthwhile becoming measurable and traceable for management. It encourages developers to bring in their experience for requirements elicitation throughout the development phase. Thanks to the control options offered by measuring functional size and the quality deployment convergence gap, agile development becomes eligible for mission-critical software.

5.2 The Need for a Project Office

A Project Office is needed that can deliver the Six Sigma methods and tools in software development and support the project manager, Scrum master and product sponsor effectively. The Project Office’s task are mastery of tools and methods, set up measurements, and providing the stakeholders including Scrum Master and Product Sponsor with the necessary metrics, analysis and reports. Project Office services need being included in a project’s budget if the Six Sigma approach is going to work for software development.

5.3 The Upcoming Paradigm Change in Software Economics

The software industry is the main motor for economic growth in the 21st century. Software development and integration of ICT services deliver business value – if the delivery is in time and meets business needs. The combination of agile development methods and Six Sigma tools and techniques is a paradigm change for requirements elicitation.
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Abstract. For planning and developing complex products a great amount of stakeholder requirements has to be considered and implemented into solutions. To guarantee adequate requirements management, requirements have to be gathered and structured and interdependency and relations between requirements have to be analyzed. For this purpose a requirements management system has been developed with the German Collaborative Research Centre 696. Therefore, multi-dimensional structuring model has been developed and implemented for data processing. Moreover, the system comprises ontology and a wiki. The purpose of this paper is to present the developed requirements management system and the collaboration of its different components.
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1 Introduction

When planning complex products like for example intra-logistical facilities or software a multitude of stakeholders with different requirements has to be taken into account. Although the stakeholders exchange information, there are often problems regarding the meaning and content of the requirements. These problems result from the stakeholders’ different professional and functional background. Beyond that, it has to be considered, that the requirements may be very different from each other or even conflictive due to the different aims of the stakeholders. Furthermore, an adequate and systematic requirements management is difficult because of the great amount of requirements which have to be handled. Combined these aspects entail inconsistency and uncertainty for the planning process. Decisions are partially made on stakeholder requirements, but mostly based on knowledge and experience resulting from former projects.

For an efficient requirements management consequently, structuring and data processing of the gathered requirements is essential. Therefore, on the one hand, a model, which allows structuring all requirements on the regarded product, on the
other hand a system for data processing which provides the information formatted for the planning process is necessary. However, for data processing a textual description of the requirements is not sufficient. In fact, the requirements have to be highly formalized. For formalizing requirements which is adapted to a special domain ontology can be used [1]. Furthermore, the formalizing should provide an aid for the stakeholders for interpreting and understanding of the requirements. Hereby, conflicting requirements which cannot be transformed together into adequate product characteristics have to be considered. To analyze such relations between requirements a knowledge base is necessary in which knowledge about the interrelationship of the regarded domain is stored formalized. Based on the relations between requirements and the model for structuring requirements it is possible to gain findings for the implementation of the requirements in advance. Hence, these could be taken into account in the planning process, e.g. when applying quality function deployment (QFD). QFD is an established quality management method for transforming requirements into product characteristics [2].

The formalization as well as the further processing of the requirements hinge on the formalized representation of the domain knowledge within the ontology. Due to the fact, that many terms arise out of the course of time or are difficult regarding the requirements’ interpretation, special mechanisms for enlarging are necessary. Moreover, it is not sufficient to deal with single requirements; rather a topical structuring of the requirements is necessary for a transfer into QFD and for assuring that there are no information deficits regarding the requirements. Therefore, a multi-dimensional structuring model has been developed which allows structuring all requirements on the reference object. This should optimize the planning process in the long run.

In this paper the requirements management system will be presented. Furthermore, the interrelation between the different components of this system will be shown.

2 Requirements Management System

The developed requirements management system consists of different components which are linked to each other (fig. 1). In the following these components will be presented.
2.1 Template (Formalization of single requirements)

The intention was to structure single requirements with regard to their content and to document the requirement preferably without loss of information. A model in the term of a “requirement template” was developed in order to formalize single requirements and to make them machine-readable (fig. 2). Therewith, information which represents the content of a requirement can be mapped structured. The different information categories of the template were summarized up to five headlines. These headlines are the “reference”, the “source”, the “weighting” (for the later prioritization), the „constraints“ (for the analysis of relations of requirements) and the field „situation“ (e.g. time of capturing for versioning of the requirements amount). The category “reference” defines the core requirement and the other categories contain extended information of the requirement. Requirements can be described by using three components [3]. These components which are summarized under the headline “reference” are the reference object, the attribute and the value. For instance, the requirement “The system should offer a high availability.” can be transformed in the triple reference object „system“, attribute „availability“, value „high“ [4]. A variety of scale types can be used to illustrate the value of a requirement – nominal, ordinal, interval, ratio and absolute [5]. The lowest scale level is the nominal scale and the highest scale level is the absolute scale [6]. The higher the scale level used, the higher the volume of information regarding the requirement.
This requirement template is realized as a java-application and was tested by collecting over 200 requirements from the field of intra-logistics. Ranges for each information category were defined to simplify the appliance of the template. For instance, methods of elicitation like qualitative or quantitative methods are selectable by the stakeholder. But this simple kind of pre-structuring of requirement information is not adequate for the information category „reference“ as the system has been developed for a complex product with a high amount of relationships. For this purpose, ontology was developed in order to depict requirements, their three components and their relationships between each other.

2.2 Ontology, Wiki and Linguistic Analysis (Storage of knowledge about single requirements)

After defining the components for the depiction of a requirement by a template a knowledge base for possible requirements and their relationships was established. The knowledge base was developed in terms of ontology by using the editor Protégé. Ontology is “a formal specification of a shared conceptualization” [7]. The developed ontology enables the formalization of only meaningful requirements and allows their comprehension by the computer as well as the identification and establishment of relations between requirements. Therewith, the problem of computer-based comprehension of requirements, that is one of the main issues of requirements management, could be solved. Ontology consists of a class hierarchy which is made up of relevant terms and properties. The properties specify the connection of those classes between each other.

ONTOLOGY (machine readable knowledge)
The class hierarchy of the established ontology is composed of the main classes "requirement sentence" as well as of classes which represent the trisection of requirement “reference objet”, “attribute” and “value” (fig. 3). In the upper class, “requirement sentence” entities are generated. Each of these entities represents one single requirement.
From this class a “has-reference-object”-property goes to the second upper class “reference object“ (with regards to content is this class equivalent to the category “reference object“ of the multi-dimensional model). The next property, called “has_attribute" is defined between the class “reference object” and the “attribute"-class. And a “has_value"-property points from the class “attribute" to the fourth upper class “value“. These mentioned properties define only sensible connections between the classes and sub-classes, which means that only meaningful combinations of reference object, attribute and value are determined. These combinations comprise all potential requirements that could occur during the gathering of requirements. By implication, only sensible requirements can be collected by the template. There are also “consists_of"- and “effects"-properties set in the ontology. The “consists_of"-property defines which reference object could potentially consists of another reference object. This kind of property allows describing a product structure during a planning process. Knowledge about the effects and fulfillment of one requirement can have on the fulfillment of another requirement can be stored in the ontology by using “effect"-properties. In summary, the ontology acts as a library of possible requirements and their relations. With every further planning process of a product the knowledge base increases. The library also supports the assurance that all important requirements are formulated by the stakeholders. The probability that some of the important requirements are not stated by the stakeholders can be reduced.

The ontology especially conduces to permitt a machine-comprehension of the requirements. But also the stakeholder as a human has to understand the terms located in ontology. Problems of comprehension do also occur between the stakeholders as they belong to different disciplines. Due to that they use different terms for the same meaning or the same term but with different interpretation. For that reason a wiki was constructed that contains the necessary terms and their interpretations.

WIKI (human readable knowledge)

The wiki consists of a system of web-sites ([8], [9]) whose content can be read and also edited by the stakeholders. It provides definitions of the ontology’s terms as well as further definitions from the related fields of intra-logistics, like quality management plus instructions for a correct use of the management system itself. The collected terms and definitions of the wiki are linked in order to describe their relations between each other. The wiki supports the stakeholder during the requirement formalization as well as during the whole planning process because ambiguity and wrong interpretations of requirement can be minimized.
LINGUISTIC ANALYSIS

Because of the high amount of requirements the manual formalization of requirements can get quite elaborate. Due to that, a linguistic analysis (shallow parsing) as a further software-component was integrated to the system. This component enables the automatic computerized formalization of requirements that are mentioned in natural language. The terms that are contained in the requirement text and their reference to one another can be determined by the analysis while matching with ontology. The stakeholder can confirm the result of the analysis or carry out a manual correction of the results.

2.3 Multi-dimensional Model

For the process of structuring the requirements, which have been gathered beforehand, a multi-dimensional model has been developed. This model is a generic approach, although it has been developed for the area of intra-logistics. Therefore, it is generally applicable and extendable.

The model allows structuring the requirements from the stakeholders’ point of view. Additionally, the aspect of time had been considered. In this context, it had to be taken into account that requirements are of different importance in different phases of lifecycle. Moreover, requirements are not static but dynamical. That means that they change in recourse of time regarding their importance and their level of specification. Hereby, the level of requirements’ specification often is rather low at the beginning of the planning process and rises during the different stages of planning. Moreover, customers may not be able to articulate all of their requirements at the beginning of the planning process [10].

Beyond that, the model is holistic and includes requirements and their fulfillment and the thereby resulting customer satisfaction. This allows feedback between requirements and their implementation.

Because of the multitude of stakeholders and requirements a multi-dimensional structuring model is necessary to cope with the thereby caused great complexity. By choosing the number of structuring dimensions and the division of each dimension into categories a space can be generated, in which requirements can be classified. Hereby, the corresponding dimensions and categories should be chosen in a way that they are associable to the requirements of complex product, in the case at hand an intra-logistical facility. Avoiding laminations and providing independencies of these categories should be taken into account. Classes of different dimensions should therefore be not too similar in order to prevent a comparison of these two categories from having no validity. However, categories, which belong to different dimensions, deal with the same subject, but from a different point of view and often with different focus. For example, the subject “environment” is dealt with in the dimension “obligations” and in the dimension “surroundings”. Thereby, the first one is considered with aspects like environmental protection and the latter with environmental aspects which are not necessarily dealt with by legal aspects. Furthermore, classes should not depend on each other. That means that the classification of one requirement is not based upon the results from a requirements structuring of another dimension. [11]
It should also be taken into account, that consequently, it is not possible to classify requirements exactly in one dimension. They should rather be classified in an n-dimensional space, which comprises all dimensions of an intra-logistical facility or rather complex product occurring while planning. Referring to the developed model and with respects to the field of application there are 9 dimensions: obligations, surroundings, economy, information, qualification, technical and functional requirements, product, evaluation respectively weighted level of performance and customer satisfaction. Additionally, the time dimension has to be considered. It may be not an independent or comparable dimension to the other ones, but it should be taken into account, because every requirement always includes a temporal aspect. For example requirements can occur in the phase of planning or operating (figure 4).

![Figure 4: Multi-dimensional Model for Structuring Requirements](image)

Moreover, it should be taken into account that the content and meaning of the dimensions product, weighted level of performance and customer satisfaction are different from the other dimensions. The dimension product serves to structure the reference object to which every requirement is related. The other two dimensions serve to give feedback to the requirements that were gathered and structured previously. These dimensions allow verifying how and to what extent the requirements of the stakeholders are fulfilled. The model’s dimensions which are used to gather and structure the requirements are therefore reflected in the dimension weighted level of performance, which represents consequently the actual condition whereas the former ones represent the nominal condition. Comparing actual and nominal condition shows the extent of the requirements’ fulfillment. This is essential for the customer satisfaction. Hence, the dimensions weighted level of performance and customer satisfaction are temporally behind the others and in the figure visualized shifted [12].

The multidimensional model has been implemented as a java-application. The models’ dimensions which serve to structure the requirements and also the dimension “product” which serves to structure the reference object, to which the requirements refer, have been implemented in the system.
3 Functionalities of the developed requirements management system

During the planning process stakeholders interact with the data processing system not only because of a structured capturing of their requirements but also due to a requirements analysis (fig. 5). After the components and their software implementation have been specified the functionalities of the data processing system are described below.

![Functionalities of Data Processing System](image)

**Figure 5: Functionalities of Data Processing System**

3.1 Formalization and interpretation of requirement

After the stakeholder has formulated his requirement in natural language and entered it to the system, an automatic formalization of the requirement is performed by the linguistic analysis. Over a link to the wiki the stakeholder can check if the terms of his requirement were correctly interpreted by the system. In the case that the wiki contains more than one interpretation for a term, the stakeholder has to choose his meant interpretation. Requirements are checked regarding their meaning by matching the terms of the requirement with those of the ontology. Only meaningful recommendations for the formalization of requirements are provided. An incomplete match indicates that either a wrong requirement was set to the system or the knowledge of the ontology is deficient to understand the requirement. The stakeholder has the possibility to enlarge the ontology with knowledge by filing it with his terms and their interpretations as well as with missing properties between the existing classes. During these manual formalization, at first the stakeholder is displayed the reference-object-class-tree. As soon as a reference object is chosen or a new one has been added and an entity has been created, the stakeholder is asked, if it should be expressed that a reference object exists. That means an entity of the chosen reference object’s class is generated and stored. Furthermore, the stakeholder has to decide, if he wants to place a requirement that states which reference objects consists of which other reference object(s). For this a tree of reference object classes is depicted for the user, with which the firstly chosen class of the reference object possesses a “consist-of”-relation.

After choosing or adding a reference object another entity is generated and stored in the system. Moreover, it is possible for the stakeholder to allot an attribute or a
value to the reference object. For this purpose, at first the attribute tree is opened which only shows attributes that can be chosen. Subsequently, classes of values which belong to the attribute’s class are shown as a tree and a choice or addition can be made by the stakeholder. For storing a single requirement finally in the system, the other tabs of the template have to be filled with information, apart from the tab “constraints”.

3.2 Requirements Prioritization

Within the large amount of given requirements contrary, competitive and excluding requirements will occur. Therefore, a weighting of requirements is necessary in order to determine an order of priority for requirements. The requirements prioritization can be defined by completing the tab “weighting” of the template (fig. 2). Thereby, the weighting of a requirement is the result of three sub-weightings.

The first sub-weight “importance of stakeholder” indicates which influence or competence the considered stakeholder has with regard to the product to be developed. If a requirement is e.g. prescribed by law, then the weight may be classified as high.

Within the second field “importance for project” it has to be specified which relevance the requirement has in the overall context of development project. For instance, the requirement on the realization of a decisive functionality can be more important than the requirement on the color of user interface in the context of product development.

The third sub-weight is the “weighting by stakeholder”. Therefore, the stakeholder has to enter the weight of the considered requirement. Through this field it can be documented how important the implementation of a requirement is to the stakeholder. The priorities of the stakeholder can be captured out by simply setting of a weight by the stakeholder e.g. in the framework of an interview. Another possibility to collect priorities of an amount of requests is a conjoint analysis which often provides more effective results. The goal of a conjoint analysis is to establish a ranking of product bundles by stakeholder [13] with only a little effort. This enables the extermination of attribute part-worths [14] and thereby the weight determination of a requirement. One further possibility for a calculation of weighting is the method AHP (Analytic Hierarchy Process). This method uses paired comparisons to obtain weights to criteria and for the prioritization of alternatives [15]. In the framework of a subsequent correlation analysis (3.3) the system functionality “specification relation” can be used in order to transfer the amount of given requirements into a hierarchical structure (3.3) that is needed for the appliance of AHP. It has to be decided in the individual cases which method is the most appropriate for capturing the weights. It depends e.g. on the size of company or the experience of the staff. The appliance of conjoint analysis and AHP in the framework of the data processing system is part of further research activities.
3.3 Correlation analysis

Before a requirement can be entered entirely in the system by a stakeholder, an optional, automatic analysis by the system can be done after formalizing of the requirement. Thereby, relations between the regarded requirement and other single requirements can be depicted. Also, a differentiation between specification and effect relations can be made within the tab. Requirements are specified precisely during a dynamic development process [1]. Specification serves to clearly formulate the requirement demanded by making new requirements [3]. The subordinated requirements define precisely the superordinated requirements allocated to them [16]. Specification relations should provide automatically detailed requirements for the user, with which regarded requirements can be specified. This allows an optimization of expressing requirements by substituting abstract requirements with more concrete requirements. By this, a secured deriving of concrete requirements is enabled. Within the system a differentiation between object-, attribute and value-specification is carried out.

In the following, the specification of reference object will be described. This kind of specification relation is needed to concretize the reference object of a given requirement. The stakeholder can choose between more detailed reference objects that have an „is-a“-relationship or a „consists-of“-relationship to the object of his requirement before the output. An „is-a“-relationship is defined between the classes of the considered requirement’s reference object and their sub-classes. If he is choosing the „consists-of“-relationship the system outputs a list of all reference objects classes, to which the reference object of the considered requirement has a potential „consists-of“-property. In order to obtain a meaningful output a test was carried out to check whether the reference objects can have the considered attribute. During the specification of a reference object the system provides the stakeholder with more detailed reference objects.

The stakeholder can use the headline “constraint” of the template, if he wants to detect if and what kind of potential effect the setting of his considered requirement could have. Furthermore, he can find out with which other single requirements the considered requirement is connected. Effect relations and chains effect relations can be established by means of the defined “effects“-properties between the attributes. The stakeholder can see which other requirements compete with and which other requirements benefit from his requirement. A distinction is made between possible effects and effects to actually existing requirements. Based on this, the stakeholder has the possibility to revise or to cancel his requirement. Or he can strengthen his considered requirement by emission of further requirements that have a positive influence of the implementation of his requirement.

3.3 Structuring requirements into groups

The requirements which have been entered by using the template can be matched by the stakeholder to the dimensions and to the different categories of the dimensions. For this, the stakeholder can choose between the implemented dimensions for matching the regarded requirement to the chosen dimension. After that, for the respective dimension the different categories and sub-categories are shown and the stakeholder
can opt for the category he wants to sort the requirement in. This process can be repeated, if a requirement should be sorted in more than one dimension. Beyond that, matches of the same requirement which have been carried out by another stakeholder before are shown. This may assist the matching process and shows potential conflicts if requirements have been sorted in different categories of a dimension.

Furthermore, the system offers another assistance for matching “new” requirements to adequate dimensions and categories. Therefore, several search options allow looking for requirements that have been matched before by searching for example for similar terms to facilitate and optimise the structuring process. Also in this context, a statistical analysis is part of the system and offers assistance by showing terms to which requirements have been sorted in the system. These terms are linked to the respective requirements and the dimensions and categories they have been sorted in.

The developed requirements management system can show single dimensions of the model respectively single categories of dimensions and the corresponding requirements for the current situation. By this, it can be checked whether all stakeholders and their different requirements are surveyed.

### 3.4 Requirement implementation

The developed requirement management system serves as a preparation of requirements for later implementation within the scope of a QFD. Because it allows formalizing, interpreting, surveying and structuring of all the requirements on the reference object or rather the product. Structuring the requirements before using QFD is essential. Otherwise applying the method would not lead to valuable results, because of the multitude of the requirements which have to be considered and which (may) exist in different degrees of specification. For this it is possible to consider for example single groups of requirements which are single dimensions respectively categories of a dimension which show a similar or same degree of specification.

### 4 Advantages of the collaboration between the components of the developed requirements management system

Whereas the ontology and the template were developed to structure single requirements, the goal of the multi-dimensional model is to structure requirements in dimensions and categories into groups. Both parties benefit from each other. A check of the completeness and meaningfulness of a single requirement is executed by dint of the template and the ontology. The single requirements can be sorted into the model only after the requirements are formalized by means of the template. This supports that only complete and meaningful requirements are structured within the model for further use. In contrast to that, the model serves to check if all stakeholders and their requirements have been considered or if informational deficits exist. The model can be used to check if all requirements on the reference object have been surveyed. For this, single dimensions and categories with their respective requirements can be depicted.
Furthermore, it has to be considered, that the dimensions of the model are independent from each other. Knowledge about the relationships between the single requirements in the model is not defined. In contrast, the ontology contains rather detailed information about requirements and their correlation than the model. Due to that the ontology takes over the task of identifying relationships between requirements.

A high amount of terms located within the ontology exists that is needed to formulate single requirements. In contrast, the terms within the model are presented in the form of designations of dimension and categories. These designations serve as points of reference for the categorization of requirements. However, the designations within the model can be found as terms within the ontology. Due to that, the knowledge of ontology and the dimensions/categories of the model are compatible with each. In the future, the terms within the ontology will be summarized to tag clouds, which will be linked to the single dimensions and categories of the model. This could allow suggesting from the identified terms of requirements to their appropriate dimension or category of the model. The classification of requirements into the model could run (partially) automated. The stakeholder could have the possibility to confirm the proposal of the system and the result could be stored to the system. If inconsistencies appear in this described process, then this could be an indication of a wrong interpretation of requirement during the requirements formalization. This would serve as a further point of control that supports a correct emission of requirements. This function is a particular advantage when a requirement is set for the first time. If a stakeholder wants to sort a requirement the first time into the model, no statistical analysis is available. In this case, the stakeholder could rely on the defined link between the terms of his requirement and the designations of model.

The requirements’ level of specification is considered within the ontology as well as in the model. However, there is a risk that requirements stay in the upper levels of the model and a detailed classification of requirements is not taking place. This complicates the check of requirements completeness within the single categories. The described function of specification relation could be used to solve this problem. A requirements specification within the template could give the information that it is necessary to check whether the detailed requirements have to be sorted into a more detailed level of the model. This would be the sublevel of the actual level of the original requirements category. It supports that requirements reach the appropriate detailing level of the model.

For every requirement the time of capturing is defined under the headline “situation” of the template. This information can be used in the time dimension of the model, in which the requirements’ development over time is considered. Under the headline “situation” the status of requirement and its status of implementation is captured within the template. When a requirement has been implemented this will be noted as “implemented” within the template. That is the basis for the comparison of actual and nominal condition of a requirement by a stakeholder. The stakeholder can determine the extent of the requirements’ fulfillment that is considered in the dimension weighted level of performance.

As the observations have demonstrated, it is essential to structure single requirements at first into a template and to structure them afterwards into groups. Consequently, both functions support each other’s efforts. Furthermore, it was shown that a holistic requirements management is necessary which comprises in addition to gather-
ing and structuring of requirements the assessment of their implementation by the
stakeholders.
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Abstract. This paper provides several aspects why customer-orientation within the agile software-development method Scrum is not that distinct than it is proclaimed. After a short notice of the importance of customer-orientation, the demarcation of the term customer-orientation and a brief introduction to agile software-development methods the approach of Scrum gets discussed in the context of customer-orientation and requirements prioritization. This paper questions that approaches of agile methods as omnipresent customers during software-development projects or the customer-on-site practice are convertible for Scrum and applicable in practice. The consideration closes with an outlook and prospect for further research focusing on other agile software-development methods.
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1 Customer-orientation as a high value in software-development

By far customer-orientation is not a new concept. Some authors trace it back to the fifties and state it as a finding of marketing research [2]. On the other hand, some authors proclaim it as a rather new US-American management strategy [1]. Nevertheless, a successful concept does not lose its attraction and relevance only throughout existing for decades.

IT-companies and software-development firms point out their customer-orientation and probably no scientist or practitioner will be found negating the importance of customer-orientation, for products in general and as well as for software.1

The Chaos Report by the Standish Group, still often cited, states that user involvement is the number one success factor for software projects [24]. As will be shown in chapter 4, user involvement is very important for the agile software-development method Scrum, but its enforceability is very difficult in practice.

1 E.g. the approach in [10]: Software Quality Function Models, pp. 29 and Prioritizing and Focused Software Quality Function Deployment, pp. 35; also: [15], p. 43
But is it true that during the requirements engineering process, especially for requirements prioritization, prioritization always happens customer-oriented? Port, Boehm and Klappholz state that “there appears to be a lack of works that discuss requirements prioritization within agile development” [18]. This paper tries to close this gap partially for the agile software-development method Scrum. After the demarcation of the term customer-orientation and a brief introduction to agile software-development methods follows a discussion, which will provide several aspects why customer-orientation within Scrum is not that distinct as it is proclaimed. The consideration closes with an outlook and prospect for further research focusing on remaining agile software-development methods.

2 The term customer-orientation

Literature emerged a lot of definitions of customer-orientation as far as the term has a long history. There are several authors who collected definitions of customer-orientation [22]. By studying these texts it can be seen, that there exists a wide range of shape. Recurring elements are:

- Collecting information from customers [21,13,19]
- Formulation of strategies [21,19] and long-term orientation [14,20,9]
- Satisfaction of needs [14,12,16,19]
- Organizational commitment [12,16,21]

Following we understand customer-orientation as a strategy. A strategy can be enunciated for a single person, an unit of an organization as well as for a whole organization [10].

Therefore we define customer-orientation as a strategy for the selection of action alternatives, which gives the target “satisfaction of the recipients of an outcome (satisfaction of customer needs)” the highest preference. It needs to be stressed that this definition implicates higher prioritization of e.g. quality2 than cost reduction or efficiency targets.

3 Requirements engineering, requirements prioritization and software-development

As figure one shows, requirements engineering consists mainly of requirements analysis and requirements management. We focus on requirements prioritization which is one element of requirements analysis.

---

2 Assuming, that a high quality leads into high customer satisfaction (e.g. [10], p. 15)
Requirements prioritization “helps to identify the most valuable requirements from (...) [author’s notes: a set of requirements] by distinguishing the critical few from the trivial many” [5], assuming that most software-development projects have more candidate requirements than requirements that can be realized within time and cost constraints.

Following we take a look at agile software-development methods and examine the level of customer-orientation during requirements prioritization for Scrum, one example of an agile software-development method.

4 A (very) brief overview of agile software-development methods

Agile software-development methods have become more popular during time. Some of the most popular are Adaptive Software-Development (ASD), Chrystal Methodologies, Dynamic Systems Development Method (DSDM), eXtreme Programming (XP) and Scrum [23].

The goal of agile methods is to deliver products on time, on budget, with high quality and customer satisfaction. These goals are not distinct enough to differ between traditional software-development methods as far as they seem too universal. Sillitti and Succi say, that “the main difference between agile and traditional methods is the involvement of the customer in the development process” [23]; other authors stress the importance of the role of the customers for agile software-development methods as well [3,11].

Sillitti and Succi continue, that there is a set of practices derived from the “Agile Manifesto” [4] and stress amongst others the aspects ‘requirements prioritization before every iteration’ and an ‘high customer involvement’ [23].

This needs to be reflected and leads to the following question: Is Scrum a silver bullet when it comes to customer orientation?

5 Scrum and its level of customer-orientation during prioritization

First of all requirements get collected during requirements workshops [10,17] and it is clear that this is the point, where customers are involved into the development
process, regardless if software is developed with traditional or agile methods; therefore valid for Scrum as well. But how are customers involved during the process of the software-development with Scrum?

Pichler mentions that the product owner\(^3\) is responsible for the prioritization of these requirements which are listed in the product backlog\(^4\) and therefore needs distinct knowledge about customer requirements [17]; a hint for the absence of customers during the development process.

The Scrum team\(^5\) does prioritization for its sprints\(^6\) as well: team members decide which (in the product backlog prioritized) requirements get implemented first during one sprint: the team is autonomous in deciding how much work they reliably can do in that sprint [17].

Sillitti and Succi highlight the advantages of the so called customer-on-site practice: the recipient of the final product (the customer) stays with the development team all the time, is involved in the project and is always available to discuss with the development team. For example Broschinsky and Baker give an example of practical use of an agile method and state the presence of customers as well but without being more precise [7]. It seems to be allowed to doubt this omnipresence of the customer-on-site practice. Nevertheless Sillitti and Succi allude, that it is very difficult to implement a customer-on-site practice [23]\(^7\) and the drive of physically distributed software-development teams may not be able to accommodate the face-to-face communication advocated by agile software-development processes [26].

Ongoing the authors mention, due to practicability that one person needs to represent all stakeholders [23,8]. It needs to be questioned if one person is able to represent all stakeholders, especially external customers when not speaking of software-development for other e.g. business units.

6 Conclusion and outlook

So who is the real prioritizator?

When combing the understanding of the roles of the product owners and team members with the approach, due to practicability, of having one person representing all customers, it is not assured, that only the customers do the prioritization. In fact, especially during the software-development process, all kinds of people involved into the process prioritize requirements continuously.

---

\(^3\) A product owner is responsible for requirement description and management (therefore for the product backlog; see the following footnote), releasemanagement, stakeholder management and at the end for project success ([17], pp. 9)

\(^4\) A product backlog is the central instrument for collecting an managing requirements without containing activities for developers ([17], pp. 27)

\(^5\) The Scrum team consists of engineers, software/business architects, tester, data-base specialists etc. ([17], p. 13)

\(^6\) A sprint is a defined period of time for the scrum team to focus on a given list of goals and implement these goals.

\(^7\) For premises of the customer-on-site practice see [23], p. 317
This conclusion can especially be drawn for Scrum as one agile software-development method based on the literature review done in this paper. For further research two points are necessary:

- Expand literature research for customer-oriented prioritization of requirements for Scrum as one agile software-development method.
- Take a closer look if the findings of this research paper can be adapted to other agile software-development methods.

References

Requirements Engineering and Service Commitments

Alexander Rachmann, Irene Maucher

Niederrhein University of Applied Sciences,
Webschulstraße 41-43, 41065 Mönchengladbach, Germany
Alexander.Rachmann@hs-niederrhein.de

T-Systems International GmbH,
Am Propsthof 51, 53121 Bonn, Germany
Irene.Maucher@t-systems.com

Abstract. We are introducing service commitments as one artifact in the requirements engineering beside goals, scenarios and solution-oriented requirements. We explain why to model commitments, how the structure of the commitments and the goals should be related, and how to model commitments in relation to other artifacts.

We describe a case study with two scenarios and relate these scenarios to both goals and service commitments. A conclusion closes this paper.
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1 Requirements Engineering and Service Engineering

In one of our current projects where we are developing AAL-services (see case study), we noticed that the customers found it more useful to prioritize service commitments than goals of the service. Due to this phenomenon, we decided to focus on the commitments. However, the state-of-the-art literature in service engineering does not include service commitments as an artifact. An integration of service commitments in Requirements Engineering is needed.

Service Engineering (SE) is the systematic development of services. This fairly young engineering discipline has a strong relationship to software and systems engineering. The phases analysis, requirements definition, conception, test and implementation are commonly accepted [1]. There are clear analogies in these phases to software engineering: the rough structure from requirements to conception, followed by testing and implementation.

However, not all methods and techniques can be translated from software engineering to service engineering as simple as that. We will see how the requirements engineering, as part of the service engineering process, must be adjusted to service engineering.
To understand the basic differences between software and service engineering, one has to understand the difference between software and a service. End-Consumer recognize Software most often as a product -- one buys a piece of software (online or in a real-world store) and owns the software from thereon. Of course, there can be service-add-ons, such as regular updates, etc., which bring the software to a more service-like thing. Also, this does not account for software engineered and / or deployed for an individual organization. There is a trend towards deploying software as a service (SaaS). However, today, standardized software is mainly seen as a product. In the German marketing discipline was in the mid 90s an ongoing discussion about the differences between a service and a product. As a result of this discussion one agreed on the following definition of a service: A service is an independent, market-ready effort. For this effort, one allocates and / or provides resources, thereby combining the resources of the provider and the customer. The effort is meant to be useful to humans [2].

A service commitment is a promise, made by a service provider to a customer at the time of the acquisition. As in the definition of service, this commitment is meant to be useful to the customer. It manifests in a (written or verbal) contract.

Prioritizing is the act of giving relevance to an artifact in comparison to other artifacts of a certain domain [3]. This relevance is based on criteria to be addressed within the artifacts, such as importance, costs, damage, volatility or risk. It is advised to start prioritizing the most abstract artifacts (in classic RE: goals) and then go further to the more concrete artifacts (scenarios and solution-oriented requirements). However, service commitments are not yet integrated in RE. This paper is a first start to do so, in order to base the prioritization of service commitments on a theory-grounded foundation.

2 Service Commitments

We are regarding to the requirements engineering framework of Klaus Pohl [3]. He differentiates three main artifacts: goals, scenarios and solution-oriented requirements. A goal is the intentional description of a characteristic of the engineered system resp. the according engineering process. In SE, the engineered system is a service, i.e. a socio-technical system. A scenario describes a concrete example concerning fulfillment or non-fulfillment of a goal. A solution-oriented requirement is a condition or property of a system to solve a problem or to achieve a goal (see also IEEE Standard 610.12-1990). These solution-oriented requirements are most often seen from the function, data and behavior perspective. The relations between these three artifacts are depicted in figure 1: A scenario substantiates one or more goals. A requirement substantiates one or more scenarios. This can be depicted as a three-step ladder.

However, we want to establish a fourth artifact that is the service commitment. The service commitment is placed parallel to the goal. A goal delivers the service commitment; a scenario verifies the service commitment, more precise: verifies how a service commitment is delivered. A service commitment is a promise made by a
service provider to a customer at the time of the acquisition. It manifests in a (written or verbal) contract.

![Diagram](image_url)

**Fig. 1.** Metamodel of goals, service commitments, scenarios, and requirements

Goals relate to each other. They can be part of one another and/or depend on one another (support, constrain, foreclose, or be equivalent to one other). With the service commitment, the provider makes the promise to fulfill one or more certain goals. However, there are three main issues:

1. why to model commitments, goals or both artifacts,
2. how the structure of the commitments and the goals should be related, and
3. how the process of modeling the commitments and goals works.

### 2.1 Commitments and goals

First, as already defined, a goal is the intentional description of a characteristic of the engineered system / the according engineering process. This implies a high probability that the system (be it a product whatsoever) can and will achieve this certain goal. Most often, this probability is best controlled, if all required actions lie with the manufacturer of the system. However, one distinctive characteristic of service is that the customer is involved in the service delivery. Without the activity of the customer the service can -- most of the time -- not be delivered. Also, most services are constrained by laws which might also inhibit the achievement of the goal: This might be the case, if the need of the customer is contrary to laws.

Second, a commitment formulates the process of service delivery, whereas a goal defines the results, i.e. the value for the customer. Having a scenario with no obvious value at first sight, it seems intuitive to describe what one can do (service commitment), before stating what value is being delivered (goal). However, at the end of the requirements process, the engineers and service providers must be able to state both, service commitment and goal.
Third, a goal implies a certain state of the system at a certain point in time; most often this certain state is an advancement for the customer. As in health care one does not always focus on the advancement of state, but rather tries to avoid the decline of a certain state, e.g. in palliative care or in some nursing care. It seems more intuitive to formulate this as a commitment rather than as a goal: The commitment would be, that the provider does everything he can do to hold a certain state. But without the help of the patient, his actions will not be successful. In this case, he will fulfill his commitment, but does not achieve the related goal.

Table 1 gives an overview of these three arguments concerning commitments and goals.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Commitment</th>
<th>Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>Provider and Customer</td>
<td>Provider</td>
</tr>
<tr>
<td>Reference</td>
<td>Process</td>
<td>Result/ Value</td>
</tr>
<tr>
<td>Change of State</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1. Characteristics of commitments and goals

2.2 Structural Analogousness between Goals and Commitments

It seems intuitive to model the goals of a system in a hierarchy with only one goal on the top, making all other goals sub goals of the nth level of the top goal.

However, it is of crucial importance how to model the service commitments. Obviously, there are parallels between the goals and the commitment. The service commitments can also be seen as a hierarchy, they can also be related to the scenarios. It seems advisable to relate the main goal (i.e. the top goal in the hierarchy) to the main service commitment. It must be further examined if it is advisable to model a structural analogousness between goals and commitments, as depicted in figure 2.

In this figure, G1 is the top goal of G1.1 and G1.2; furthermore G1.1.1 and G1.1.2 are an or-decomposition of G1.1. That means, G1 can only be fulfilled, if G1.1.1 or G1.2 are fulfilled. G1.1.2 constrains the fulfillment of G1.2. The service commitments are modeled analogue: SC1 is departed in SC1.1 and SC1.2, etc. One could relate these three levels to the well-known levels of a service level agreement (SLA). However, further research is needed therefore.
To us it is still unclear if the structures should be analogue. If so, it is not clear if all layers of the hierarchies are modeled in both structures. A compromise could be, to model for the top and second level goals according service commitments. These commitments could be easily communicated via marketing and could be manifested in a contract.

2.3 Process of modeling the service commitment

As it is commonly agreed, Requirements Engineering is a cooperative, iterative and incremental process. In the case of goals, scenarios and commitments, one has to find the best suited starting point.

Goals are best suited, if the provider is mostly independent in achieving this goal. On the other hand, service commitments are useful, if the provider can assure them parts of the service delivery, but not if the service will have the intended outcome. These restrictions in delivering the service may be due to missing involvement of the customer, legal constraints or superior force. Service commitments lay the focus on how to deliver the service, rather than on the results i.e. the value for the customer.

It is well known that scenarios are a good starting point if the service provider does not know exactly what the needs of the clients are. By describing scenarios, i.e. a concrete description of a situation of a customer in need, the service provider is able to understand what he can do for the customer. In this context, the service commitment is an abstract version of the involvement of the service provider: not only what the service provider can do for the client, but rather what they can assure.

For us it seems advisable to start with scenarios, then take on service commitments then goals. All steps should be iterative and incremental.
3 Case Study

We are regarding two scenarios in this case study. Both are about the usage of Ambient Assisted Living technologies (AAL), i.e. the use of modern micro sensor in the direct environment of people to support their daily lives. The first scenario describes an existing service which is migrated to a modern AAL-service. The second scenario describes a fall detection system (which is right now not yet available on the market).

3.1 “I am doing well” message

In the care for older and single people it is common to use a signal between the person and the nurse. However, this is usually quite non-technical: one may use a turnable sign on the door, the one side red, the other one green. If the person needs (non time critical) help during the day, he may turn this sign, and the nurse will understand to visit that person. The disadvantage of this classic implementation: the nurse and the person must be somewhere near that sign.

The modern AAL-technology is quite easy implemented: One installs a button in the residence of the person. As soon as he needs help, he pushes the button and the nurse will come.

The related service commitment would be, to come as soon as possible. The related goal would be that the nurse is as soon as possible with the person. However, this goal can only be achieved with the critical involvement of the customer. For the service provider the formulation of the service commitment is safer: that describes what they are able to do.

3.2 Fall detection

As already mentioned, there is no system on the market to detect the fall of a person. However, research and technology are progressing towards the goal of being able to detect falls. Assuming that the residence is equipped with the appropriate sensors, the scenario would be as follows: The system receives information and interprets it as a fall; the system then requests a response from the resident. There can be three cases:

- The resident has fallen and is not able to move, or
- the fall was not critical and the person is up again, or
- the resident did not fall at all.

If the resident is not up again and does not respond to the system’s request, an alarm is activated to the service provider (i.e. nursing station).

In this case the service commitment would be that the service provider calls an ambulance as soon as possible. The goal would be that the person gets help as soon as possible. Again, the service provider can not achieve this goal by himself; they are dependent on the involvement of the resident (i.e. pushing or not pushing the alarm-button) and the ambulance (i.e. how fast the ambulance is at the scene).
4 Conclusion and further research

We describe the basis of an alternative approach to requirements artifacts. Beside the well established goals, scenarios and solution-oriented requirements, we placed the service commitment. A service commitment is a promise, made by a service provider to a customer at the time of the acquisition. It manifests in a (written or verbal) contract. It seems advisable to use the same structure for service commitments in a (service engineering) model as well as in a (law relevant) contract.

For certain domains, it seems intuitive to work with commitments rather than with goals. However, the contrary is also true: there are certain domains where it is advisable to stick to the goal-oriented approach. We will further investigate

1. under which circumstances service commitments are better suited than goals,
2. how the structure of the service commitment is related to the structure of the goals, and
3. how the modeling process is best designed to fit service commitments, goals, and scenarios, especially in prioritizing the artifacts.

Further results of this study are to be published in a project report by T-Systems in 2010.
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Abstract. One of the major decisions to be made in any IT project is the prioritization of requirements to be implemented. The prioritization techniques in the literature, however generally do not consider the differences in the nature of requirements on different levels of abstraction, making it hard to guide requirements refinement in IT projects based on priorities. Furthermore, most techniques are based on the subjective assessment of different stakeholders and do not calculate the actual business value of a requirement. In this paper, we therefore propose a prioritization method for IT projects that refines and prioritizes requirements in a systematic and more objective way, from an enterprise’s business processes down to the system function level. Therefore, we combine business process-driven requirements engineering with prioritization issues.
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1 Introduction

IT projects in enterprises are typically aligned with business process improvement programs aimed at optimizing business performance. There is a continuous cycle of measuring business performance and selecting processes to be improved, including corresponding adaptations in the IT landscape. When planning improvement programs, managers typically need decision support in order to assess the best way to spend the available time and budget on an improvement action. In the area of requirements engineering and release planning, prioritization is an established strategy used for such goals. Basic prioritization criteria include cost as a restriction, or as a factor to be minimized, on the one hand, and the benefits entailed by the implemented requirements as a factor to be maximized on the other hand. In the literature many prioritization techniques have been proposed, differing in terms of their complexity, the scales used, the stakeholders involved or in their input and output [5][6]. The techniques have in common that they take as input flat requirements, requirements groups or requirements hierarchies, but only give little
guidance on how to derive and refine the requirements as it is usually done in requirements processes. Even if this not the per se purpose of prioritization, the consequence is that requirements might get different priority depending on which group they belong to or which hierarchical level they are on. At the same time, most prioritization techniques solely depend on the subjective assessment of different stakeholders. The stakeholders have to state their opinion regarding the importance of certain requirements or features without knowing what importance really means, i.e., they do not know which value they should assign to a requirement. This is especially the case in non-comparative techniques where priorities are based on simple scales ranging, for instance, from “not important” to “very important”.

In this paper, we propose a prioritization method for IT projects that refines and prioritizes requirements in a systematic and more objective way, starting from an enterprise’s business processes and going down all the way to the system function level. Therefore, we combine business process-driven requirements engineering with prioritization issues, as refinement of requirements and prioritization should be done in an integrated manner. The paper is structured as follows: Chapter 2 gives an overview of related work. Chapter 3 presents our approach on how to derive the different requirements artifacts as well as the prioritization guidance. Chapter 4 gives a conclusion and outlook on future work.

2 Related Work

A commonsense opinion regarding the prioritization of requirements is that only requirements on the same level of abstraction should be prioritized together [2][9]. Approaches like cumulative voting (CV), the Kano model [3], Wieger’s method, [9] or simple Likert scales, which do not take into account hierarchical levels, therefore do not provide guidance on how to derive requirements on a reasonable level of abstraction. Linking and prioritizing requirements on different levels is not new, it was already used in the QFD approach by Akao [10]. Hierarchical Cumulative Voting (HCV) [2] as a hierarchical approach divides requirements into high-level and low-level requirements, making it possible to create requirements trees. However, HCV gives no guidance on how to break down the requirements into different levels. The cost-value approach [7] is also capable of taking into account requirements hierarchy levels by making use of AHP [8]. But again no guidance is given on how to build up reasonable hierarchies. Furthermore, these approaches do not consider the nature of the different levels (e.g., requirements on business process level vs. on system function level), which might result in unsuitable prioritization criteria. In [5] and [6] a generic framework for classifying prioritization methods based on benefit and cost estimation is proposed. This framework shows that prioritization is generally done on an already specified set of requirements, i.e., that derivation of requirements artifacts and prioritization techniques are usually not intertwined. The consequence is that requirements refinement cannot benefit from an earlier prioritization, which also makes it hard to define increments and optimize the order of elicitation during the requirements phase already. With respect to the support given to the stakeholders regarding how to assign specific values to the requirements artifacts, [9], for example,
provides some hints on which factors could be relevant for giving a certain value. But the factors mentioned are too fuzzy to derive a concrete value on a scale. Thus different stakeholders would choose different values, which in turn would not be objective.

3 The prioritization approach

The derivation of requirements in IT projects is often based on the business processes to be supported. To provide more guidance in this derivation process, we have developed a conceptual model in our previous work [1] that clarifies how requirements on different levels of abstraction are related in such a setting. To illustrate this model exemplarily, Fig. 1 shows how it is typically applied.

![Fig. 1. Steps of our envisioned prioritization method.](image)

A business area (step 1) “Sales” could be selected in a company in order to be improved. An as-is process (step 2) might be the process “receiving orders”. Based on this, an improved to-be version for this process would be derived (step 3), e.g., by providing new channels to receive orders. From this to-be process, a set of business activities is derived (step 4), e.g., “create an order”. Each activity consists of steps (step 5) in order to execute this activity. Such steps could include “Login” or “Fill out Order Form”, for instance. All steps to be performed with an IT system are then specified by system functions (steps 6 and 7). The prioritization method presented below is based on this conceptual model. Basically, the step of identifying conceptual element instances on a certain level of abstraction, the prioritization of these instances and the subsequent refinement of a next level have to alternate when following our approach.

**Step 1: Identify relevant business processes**

Each improvement program aims at a certain business area to be improved. A business area is logical segment of an organization depending on the markets, etc. it
acts in. The identification of all business processes within this logical segment is therefore the first step.

**Step 2: Prioritize as-is business processes**

After having identified all main business processes of the business area of interest, the processes are prioritized. In this step, the processes are still regarded as black boxes, i.e., the flow of business activities within the processes is not yet regarded. The purpose of this prioritization is to filter the business processes that should be further considered. For prioritizing the business processes, the following two-dimensional scheme is used: The first dimension is the business value (BV), which quantifies how important a process is for the business segment. We propose calculating this value using objective measures as follows:

$$BV_{process} = \frac{\text{Type} \cdot \log_{10}(\text{MIN(Executions per month + 1,1000)})}{3}$$

The type of process is expressed through numeric values with a precisely defined meaning. If the process is indispensable to realizing the business’ services, i.e. within the value-chain of the company, then the value of Type is 3. If the process is a support process necessary for the internal operation of the enterprise (e.g., administration), then the value of Type is 2. Optional processes that are just used for achieving a self-defined quality level have a Type value of 1. Besides the type, also the number of executions of the process needs to be considered. However, to make the processes more comparable, the log is used, as it only increases slowly for larger numbers of executions. Furthermore, we use MIN to normalize the BV between 0 and 3. If completely new processes are created, then the values for the formula above should be estimated.

The second dimension describes the need for change (NC), which quantifies how important it is to change the way the process is currently being executed. The NC is expressed through numeric values; again with a precisely defined meaning. If the process must be changed by law, the NC is quantified with 3 (must change). If there are weaknesses in the process that should be improved due to strategic decisions to remain competitive, the NC should be quantified with 2. If there is a possibility to change a process without an urgent need, the NC should be 1. In the event that a process should not be changed, the value should be 0.

The result is displayed in a two-dimensional diagram (see Fig. 2). The x-axis reflects the need for change, while the y-axis reflects the business value of the process. To determine the sequence in which the prioritized business process should be refined, the following rules are applied: all processes belonging to sector A must be further refined and considered, as they must change. Processes belonging to sector B should be refined as they have a medium or high business value and some improvement need. Processes belonging to sector C should only be refined after all processes of sector B have been refined (and there is still time and budget). For processes belonging to sector D, it is questionable to further refine them, as they only have a medium business value and do not have an urgent need for change. Processes in sector E should not be further regarded.

---

1 At the moment, the function is normalized to $10^3$, which might not be optimal for all projects or domains (e.g., in a travel agency, there might be a lot more than 1000 process instances per month).
Step 3: Specify to-be business processes
In this step, the selected business processes are specified in a desired to-be state. To make this happen, the as-is state of the selected processes is taken as input. If no as-is processes exist yet, they can also be modeled in advance. During the definition of the to-be process, it is also determined which business activities will be supported by the intended information system and which will not.

Step 4: Prioritize business activities
Each business process consists of a sequence of business activities that need to be performed in order to execute the business process. All activities that will be supported by the intended information system are now regarded in this step (still as a black box) and prioritized according to the scheme already used in step 2. However, there are differences, regarding the calculation of the BV. When calculating the BV of a business activity, the overall number of executions per month must be calculated. If, for instance, a business activity is used in more than one selected business process, the sum of the number of executions of each process must be taken to calculate the overall number. However, the probability that a business activity is actually executed within a process instance must also be considered. For example, if a business process has alternative paths, the probability of running through each path has to be specified. The types of business activities are similar to the process types: If the activity is indispensable to create the process’ outcome, i.e. it is indispensable to produce the business value of the process, the value of Type is 3. If the activity is a necessary support activity but does not contribute to the business-value creation of the process (e.g., an administrative activity), the value of Type is 2. Optional activities that are just used for achieving a self-defined quality level have a Type value of 1 (e.g., feedback sessions). Hence, the business value BV of an activity can be calculated as follows:

\[
BV_{Activity} = \frac{\text{Type} \cdot \log_2(MIN \sum_{i=1} \text{probability}_{Activity} \cdot \text{Execution per month} + 1, 1000)}{3}
\]

Through the creation of the to-be processes, new activities can emerge or old activities might be merged. Hence, the NC for these activities will be set to 3. For all other activities the same rules for the NC are applied as in step 2. Also, the selection will be done according to the matrix shown in Fig. 2. The prioritization of the business activities does not take into consideration the priority of the business processes they are part of because there is no one-to-one relationship between both. As already mentioned, the prioritization of business processes is rather used for filtering and focusing the requirements refinement and not for immediately selecting the requirements to be implemented.
Further steps:

In principle, the approaches described above can be applied for the lower levels too, i.e. specifying business activities (typically as use cases [4]), prioritizing system functions etc., but here we have to give full particulars in future work. At this level, a reasonable cost-estimation could also be performed and juxtaposed to the value derived by the previous steps. Here, release planning can be done on a detailed level.

4 Conclusion and future work

In this paper, we have proposed first ideas regarding a prioritization method for IT projects that shows how to refine requirements artifacts, from business processes down to the system function level, in a systematic way by prioritizing them in a more objective manner by using measurable criteria. Some open issues remain, which will guide our future work. First of all, the prioritization functions and dimensions are subject to optimization. There might be better functions for calculating the prioritization value than the log, for example. The business value might also be calculated by integrating monetary values. Also, the need for change dimensions might be extended in order to be more objective and more fine-grained. Also, a cost dimension should be regarded. Finally, we want to extend the method to include more aspects of our information system conceptual model [1] and, in particular service-oriented artifacts.
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Abstract. The number of e/mCommerce user as well as the number of companies and new business models is growing permanently in internet-based markets. These markets are affected by a high dynamic and a high sales-potential. Therefore project management and software development is becoming more and more important for technology-based companies in order to deal with the dynamics of fast-paced markets and to keep or strengthen their market position. Many e/mCommerce-Projects are failing due to insufficient planning and information, barely existing strategic alignment, poor management, conflicting ideals and objectives between all involved stakeholders and the noninvolvement of (key) stakeholders. In order to deal with these conflicts, we need to manage these projects with a better strategic alignment as well as using easily understandable indicators over all hierarchical levels of enterprises. In our model, a first approach, domain values provide support for goal- and value-based software development which seems to enable better prioritization over multiple business domains, enhanced focus on strategic goals and better understanding of market needs.
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1 Initial situation, concurrent perspectives & failure of projects

1,802,330,457! That’s the number of Internet users worldwide on 12.04.2010 [1]. Not only the number of people constantly entering new dimensions, but also the number of companies which are using the internet to implement new business models. In 2008 42 percent of the German people bought goods online. In the European comparison Germany is taking the fourth place behind Great Britain (49%), Denmark (47%) and Netherland (43%) [2]. Compared to 2008 the annual online-turnover of goods in Germany will increase up to expected 15.4 billion Euros (+ 15%) in 2009. Besides the shippers the service providers are also taking profit from an increasing trend. The turnover of music downloads, online ticketing and bookings will increase from 5.9 billion Euros (2008) up to expected 6.4 billion Euros in 2009. With 21.4 billion Euros total online-turnover the eCommerce in Germany seems to defy the economical crisis. [4]
One more perspective with an increasing significance for companies is the world of mobile technologies. In 2008 the number of cellular mobile contracts in Germany (circa 100 million) is higher than the number of residents with circa 82 million [5, 6]. The rapid distribution of cell phones and more mobile devices (e.g. PDAs, Smart Phones, Netbooks, etc.) is offering companies more possibilities for additional business models or success stories in mobile business (c.f. [7]). Due to the popularity of eCommerce and chances of mCommerce more and more enterprises are gaining their turnover in electronic markets. They are entering the combat for market shares and need to cope with high levels of complexity in managing fast paced social, regulatory and technical developments to increase the number of customers and the turnover. In comparison to the competitors companies needs innovative procedures as well as a fundamental knowledge about the requirements of their organization and environment with a focus on Critical Success Factors (CSFs). CSFs are factors with a significant influence to company success [8]. As a result the majority of innovative business models are technology-driven and customers in digital markets access companies predominantly via software-interfaces, e.g. a website. Because of that and due to changing consumer behavior, a technology- and innovation-orientation as well as an efficient Project-Management (PM) and software development are becoming more and more important but it's not a perfect process by itself. McLaughlin (2009) is showing in his case study typical problems causing the failure of software development projects. The problems were (i) ambiguous objectives, (ii) unrealistic goals, (iii) unclear references to strategy, (iv) poor communication and (v) an insufficient leadership. In addition, concerned stakeholders were not involved in the formulation of requirements and not involved during the realization. The project was mostly driven by technical employees without any exact knowledge of the real requirements of the stakeholders/ market. [9]

More studies also reveals shortcomings like (i) ambiguous tasks and deadlines, (ii) poor information (missing, wrong or out-dated), (iii) ambiguous responsibilities, (iv) an insufficient document management and (v) poor communication [10, 11]. The reasons for the failure of eCommerce-Projects are various. Both empirical experiments as well as scientific work are showing that most of the reasons are insufficient planning (time, costs, and resources), poor management and different ideals and goal objectives of the involved stakeholders. In order to successfully manage eCommerce-Projects all stakeholders need to understand the vision of the project, the strategic goals and the ideals and goal objectives of all concerned parties. Management-Support is a key factor for a successful realization of eCommerce-Projects or implementation of eCommerce-Systems. It helps to emphasize the need for technology or innovation and obtain strong commitment from all involved parties in the project. If top management doesn't provide a clear direction or vision, involved stakeholders may get confused and projects will fail. [12, 13]

Due to this we're working on a multidimensional business value model - from a company's internal perspective - to improve the process of customer focused value performance from prioritization aspects in (early) requirements engineering up to delivering final software solutions for technology-driven companies in eMarkets.
2 About business value

The Value contributed by IT is playing a significant role in eCommerce/mCommerce-Business. Most of IT-Projects are traditionally focused on delivering functionalities, features or services to business. Focusing on business value will provide some key benefits like (i) a better alignment between strategy and IT, (ii) a change of IT from service provider to partner and (iii) a description how IT is satisfying the business’ fundamental goals and rapid changing requirements [14]. Mahmood et al. (2008) state that there’s "little or no empirical research in ecommerce business value, but some related concepts already identified include business value; e-commerce impact; and e-commerce businesses success and failure." [15].

We agree on this and will roughly describe the business value concept as a base for later discussion. Defining business value seems to be a difficult task. In order to do it adequately, it is imperative that one appreciates the variety and complexity of factors that determine business value and those that influence it within an organization. Williams & Williams (2003) define business value (of an investment) in economic terms as "the net present value of the after-tax cash flows associated with the investment" [16]. Matts & Pols (2004) have identified a possible creation of business value from a certain project when "it increases or protects profit, cash flow or return on investment in alignment with the company’s strategy" [14]. Tosic et al. (2007) recognize the business value as "a broad concept that refers to any measures of worth of business entity. It includes not only financial aspects (e.g., income, costs, profit) but also many other aspects (e.g., market share, customer satisfaction) important for business operations" [17]. Business value = f(cost, time, functionality, quality) [18].

The meaning of business value, depending on one’s perspective, spreads out into different dimensions of both tangible and intangible values with structural significance to the different stakeholders [19]. Its implementation requires both, financial assets and human resources that can guarantee its achievement and steer it in the right direction. Considering the fact that the business value of an organization depends on numerous influences, e.g. the level of information or environmental issues that are dynamic in their nature, it would be easier for management to deal with a model that has assumptions, input and output, instead of using some prognosticated statements. Possible determinants for success of eCommerce and part of business value are performance, productivity and perception (e.g. companies image and customer satisfaction).

Performance is measured by financial indicators (hard factors) like return on investment, return on equity, return on sales, growth in revenue, etc. and productivity in sales to total assets, total sales and sales by employee, etc. The perception can be expressed by soft factors like company image as well as customer satisfaction, product-service-innovation and number of returned customers. Finally business value is understandable as an integrative parameter, expressing the relationship between strategy, organizational performance and ICT via hard factors (e.g. financial power, turnover, etc.) and soft factors (e.g. market position, image, etc.). [14, 15]
3 Working with a multi-dimensional business value model

In a lot of software development projects requirements are prioritized with one simple business value expression (e.g. business value points in SCRUM). In our view this doesn't lead to a coherent and an overall understanding of the relevant strategy and goals. Due to that we will split the business value into several dimensions named domain values that mean that one business value is the result of several domain values. This domain values are focusing the three hierarchical domains "Strategy", "Tactic" and "Operation" of a company. Every domain is having a special focus to the company, its mission, its goals and its stakeholders and using a typical task-spectrum, influenced by quality dimensions as well as ideals and motivation (see Fig. 1). Therefore and in nature to Fig. 1 there is an own understanding of value and priority for example of a software development project on every domain.

Fig. 1. Focus, Quality Dimensions and Ideals of the domains Strategy, Tactic and Operation

Among other contributions, this model seeks to allow (i) a better prioritization regarding to other domains, e.g. in agile SD-Projects, (ii) an enhanced focus about strategic goals and developments, (iii) a better understanding of market needs (especially for technical employees) and (iv) a strategic/value-control- and a strategic/value-feedback-system.
With a widespread view over all important business fields, this model can lead to a better business/strategy-orientation in agile software- and process-development of technology-driven companies in fast paced markets. It can offer the possibility of more specific requirements specification and prioritization as well as a better governance of daily business and software development projects. With our model, we aim to bridge the existing gap between business strategy and processes/ software. Tasks in the (development) processes are planned (i) in a timeline, (ii) in priorities according to the interests of the different business domains (hierarchical levels) / market views / technical views (iii) and results / increments are better traceable/checkable by every domain. Communication between stakeholders in projects based on the proposed BV-Framework is based on common tools, and is more efficient as conflicts and dependencies are quickly discovered and their influence on the overall outcome of the project can be clarified. It also ensures a better alignment to strategy and it is a tool for the evaluation of the contribution of individual sub-processes and software elements to the overall BVs.

4 Conclusion & Future work

This work introduces a multi-dimensional business value concept based on literature reviews and interviews with project managers as well as with experts beyond the theory. It is pointing to the problems in PM of technology oriented business models and leads to a possible solution as well as to a first discussion point with the community. This business value model is issue of further research. There is no general formula for a measurement of business value over domains and there is no structure to show ideals/ motivations. This challenge will be dealt with in further research. Based on this approach and with efforts to apply it to more use cases, literature reviews and feedback from scientists and practitioners, we'll try to increase the practical maturity as well as a scientifically validation. In addition to that and when this (agile) management approach based on the concept of domain values is ready for practical use we will link it and possible ways of value determination with the concept of CSFs especially CSFs for e/mCommerce (e.g. several trust building mechanisms). This means carrying the approach of the domain value model and CSF-based modeling of strategies into a software solution for early requirement engineering e.g. in the business engineering area and in agile project management.
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1 Motivation and Goals

In the past RE research targeted mainly the needs of RE practice in the context of larger enterprises. However, Small and Medium Enterprises (SME) develop, customize and maintain a considerable part of software. Often, these companies are unable to apply RE methods and techniques without modifications. Besides, shortcomings in applying RE methods due to time constraints or limited resources may arise.

RE research has to intensify the investigation of RE practices in SMEs. Otherwise SMEs will have to continue their search for methodical orientation and dedicated tool support. Normally, the people responsible for requirements in SMEs are ambitious, but suffer from scarcity of resources. Their time for doing experiments and trying different methods is very limited. They need quick methodical improvement of requirements elicitation, documentation, communication and traceability as well as more continuity of requirements management through the whole software lifecycle. The practiced RE has to adopt the flexibility which is often an essential part of SMEs businesses.

The RESC workshop is intended to bring researchers together with the RE practices and experience of SMEs whose businesses are software.

2 Workshop Organization

The RESC workshop has been organized in the context of the research project KoREM\(^1\) funded by the BMBF (Federal Ministry of Education and Research). In Germany, the BMBF supports research and development (R&D) projects at universities of applied sciences, whereas this support is connected to the cooperation with software SMEs because of their commercial relevance\(^2\). In the project KoREM, the Bonn-Rhine-Sieg University researches the connectivity of variants of existing RE techniques. This research targets towards lightweight RE methodologies and tool support usable for small companies.

---

\(^1\) http://www.korem.de
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3 Workshop Participants

The workshop participants have been mostly researchers as well as practitioners being interested in finding more insights regarding how small companies do RE currently as well as finding initial improvements for their RE.

Furthermore, ideas have been discussed on how to make a transfer of the good tacit knowledge usage in the loose organizational structures of small companies into larger companies.

4 Summary of Presentations and Discussions

On the Requirements Engineering in Small Companies (RESC) Workshop four paper presentations were given and discussed. Additionally, workshop chairs opened and concluded the workshop with corresponding presentations. Simone Bürsner gave an introductory presentation referring to the motivation of the workshop topic, the resulting workshop goals and the agenda. After the four presentations and associated discussions have been held, Thorsten Merten concluded the workshop by summarizing the content and introducing the final open discussion.
The Requirements Engineering in Small Companies (RESC) Workshop intended to show that small companies have specific RE needs. Naturally, the workshop asked for research questions as well as specific solutions for these companies and their RE.

At the RESC workshop the four papers imprinted below have been presented and discussed, whereas the first paper explored how different small companies work, the second paper explored ways research needs to go and the other two papers focused on specific solutions for ISO standardization as well as supporting the bidding phase.

The workshop and the discussions showed that RESC science is an important field that is not yet explored. Additionally, it found that existing RE techniques are not sufficient for small companies and that researchers need to get a better understanding of small companies, including the knowledge

- that size is an important, but not the only measure to categorize smaller companies and describe the exact focus of research,
- that tacit knowledge and social structures play an important role and that research may learn from functioning SMEs. This may lead to new methods making use of these circumstances,
- furthermore, these circumstances lead to natural advantages, which may be destroyed by introducing processes or RE methods, created for their larger counterparts without modifications,
- that methodologies still are not lightweight enough for small companies to be easily applied.
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Abstract. This paper explores five small and medium-sized organizations in order to understand how they manage their software product requirements. The paper illustrates the central role of human collaboration in small organizations and the challenges an organization meets when it begins to grow and lose opportunities for face-to-face collaboration. The findings of this study suggest that organizations need to find new ways to gain the benefits of human collaboration while coping with increased complexity. The paper calls for requirements engineering approaches that help people to cope with multiple meanings, are more social by nature and are more tolerant of improvisation than the traditional designs grounded in decision making. Studying small organizations and investigating the opportunities with social media are two potential sources in such line of research.
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1 Introduction

One of the most crucial tasks for a company offering a software product is to decide what new features shall be implemented to the product’s forthcoming versions [1], [2]. This task is usually considered as the concern of Market-Driven Requirements Engineering (MDRE) [3], which adds the marketing perspective to RE [2]. In general, the MDRE processes have been described as approaches to synchronize the continuous flow of candidate requirements and the work with the discrete release events [3], [4].

Many companies have become increasingly overwhelmed with the complexity of their design problem aiming at determining the best possible selection of features for the product’s future releases. This problem has been claimed to be wicked [2]. There are better or worse solutions for the problem, but no optimal one [2]. The criteria determining the success of the solution keep changing due to continuously changing competition, technologies and market needs. To make matters worse, the complexity of the problem tends to increase over time. New customers may introduce new requests that may conflict with the needs of previous customers [5].
While the processes and related challenges of managing product requirements are well known for larger organizations [1], [2], [6], [7], small software companies have been claimed to manage their requirements in ways that bear no relation to what the textbooks say, and what is taught in undergraduate courses [8]. Hence, this paper explores five small and medium-sized software development organizations in order to understand better how organizations manage their product-related requirements in practice. In particular, the study seeks to answer how product development-related challenges and practices can be characterized in small software product development organizations compared to larger ones.

The remaining part of this document is organized as follows. Section 2 describes the research process and methods used in this study. Section 3 presents a conceptual framework that emerged from the data analysis, describing how organizations manage their product requirements. This framework is then utilized in Section 4 to illustrate two extremes in a continuum of managing product requirements. Section 5 discusses the findings and, finally, conclusions are drawn in Section 6.

2 Research Methodology

The data for this study has been gathered in conjunction with a large research project aiming at supporting the internationalization of knowledge-intensive companies [9]. The primary data collection method for the project has been theme-based interviews that were in most cases conducted by two out of the four project’s researchers. The themes in these interviews included internationalization, partnerships, business strategies and product development collaboration. Altogether the research project has produced close to 100 transcribed interviews from 40 software development organizations. In addition to the interviews, we have gathered documents revealing details of companies’ software development practices. Based on the organization’s focus on software product development and the richness of the available product development-related empirical data, five companies participating in the research project were selected for further analysis, reducing the number of transcripts to be analyzed into 34 interviews (Table 1).

The analysis was conducted using Atlas.ti [9], a software specifically intended for qualitative data. Following the early steps of a grounded theory approach [10], the data has been analyzed line by line, constantly coding each sentence and by thinking of multiple possible interpretations and assigning more than one code to a segment of data when applicable. The line by line approach has been claimed to force the analyst to verify and saturate categories, minimize the chance of missing an important category, produce a dense rich theory and give a feeling that nothing has been left out [11]. Furthermore, focusing on small portions of the data at a time helps to ensure that none of the analyst’s “pet themes” will be incorporated into the theory unless they have an emergent fit with the data [11].

---

1 For more information, please visit Global Network Management project’s website: http://www.tbrc.fi/gnm/.
### Table 1. Case companies

<table>
<thead>
<tr>
<th>#</th>
<th>Product offering</th>
<th>Product’s business environment</th>
<th>S</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2D and 3D CAD-design and data management solutions</td>
<td>• Matured product domain.</td>
<td>&lt;25</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Some customers and partners also in neighboring market areas.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Solutions for managing resources and material flows</td>
<td>• Requires customization for each customer</td>
<td>&lt;25</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Customer delivery projects tend to take resources from product development.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Largely domestic customers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>RFID–based identification solutions.</td>
<td>• Embedded systems. Some customization required.</td>
<td>~25-50</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Matured product domain.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Some customers and partners also in neighboring market areas.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Model-based software product for building and construction</td>
<td>• Diverse customer needs.</td>
<td>&gt;300</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Complex and changing product domain.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Customers in over 80 countries; partners in close to 30 countries; own country offices in close to 15 countries.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Engineering and data management software</td>
<td>• Several productized solutions. Some customization required.</td>
<td>&lt;100</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Customers in more than 30 countries; some own country offices and foreign partners.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

After the essential sections of gathered data were assigned with conceptual codes, the analysis proceeded to the next phase in which the relationships between the identified codes were in focus. Utilizing again functionality of Atlas.ti [9], the codes from all interviews of a particular organization were exported to one organization-specific network diagram, where each of the conceptual codes were represented as individual boxes. The analysis proceeded from here by visually organizing and connecting conceptual codes until the diagrams formed maps of clearly definable interconnected clusters with similar codes next to each other. These organization-specific maps revealed similarities and differences between the companies in terms of software product development related challenges and practices. This paper reports findings that resulted from the comparison of the organization-specific diagrams.

### 3 MDRE in Practice: Emerged Conceptual Description

In this section, the commonalities among the analyzed organizations are developed further into a conceptual description of MDRE in practice. The conceptualization begins with the recognition of tacit knowledge as an important factor affecting the product related decision making. Since tacit knowledge is deeply rooted in action, commitment, and involvement in a specific context [12], the data analysis first identified three contexts within people participate when determining what functionality shall be implemented to the product’s forthcoming versions. These
contexts included: 1) sensing the market for emerging trends and the needs of customers as well as transmitting the gathered information to people responsible for managing the product; 2) making sense of the market by sorting the gathered needs, resolving conflicts and inconsistencies, prioritizing the requirements and planning for the implementation; and 3) acting upon knowledge by communicating the future plans to relevant stakeholders and determining the suitability, reasonableness, consistency, completeness, and lack of defects in a set of requirements.

People participating within these three contexts appeared to go through similar activities in all of the analyzed organizations. These identified activities included: 1) listening for information about emerging trends and customers’ needs; 2) sharing the gathered product-related needs with others; 3) determining what the actual requirement really is. A common challenge in organizations was the fact that customers are often unable to articulate what they really need; 4) knowing the impact of the proposed requirement. This activity includes building the understanding of the requirement’s value from different viewpoints and determining requirement’s conflicts and dependencies with other requirements; 5) deciding which of the requirements shall be implemented; 6) understanding and communicating the made decision to the ones responsible to act on them; and 7) implementing the decisions made.

The three contexts people are involved in and the seven activities of determining what shall be implemented into product’s forthcoming versions create a framework for further analysis (Fig. 1).

![Fig. 1. Three contexts and seven activities of determining what shall be implemented into forthcoming product versions.](image)

### 4 Different MDRE Approaches

The data analysis revealed two extremes in a continuum to conduct MDRE activities. While companies #1 and #2 (Table 1) based their software product development practices on collaboration, the emphasis of product development activities within the remaining three case companies was on following processes. Although size of an organization seemed to be a major factor affecting the organization’s software development style, it was recognized that the number of employees is not the only factor to be considered. Other factors affecting the software
development style have been reported to be: type of the customers, background and skills of the developers, the preferences of the company’s founders, nature of the business environment, and the spatial layout and geographical distance of the offices [8]. Hence, a decision was made to avoid creating labels suggesting classifying organizations based on their headcount. Instead, the two identified approaches to manage product requirements were labeled as \textit{collaboration-based MDRE approach} and \textit{processes-based MDRE approach}. These approaches are illustrated further as follows.

4.1 Collaboration-based MDRE Approach

All organizations basing their software development style on collaboration had only a handful of people working with the product. Characteristic to such organizations was that there are no clear roles. Everyone does many different kinds of tasks:

“

The benefit of working in a small company is that when you wear a tie instead of t-shirt, you know that you are currently doing sales work.”

\textit{-software developer in a collaboration-based company}

As long as the organization is small enough, work was conducted rather informally, heavily relying on collaboration:

“The two of us hold a face-to-face meeting in which we go through what we need to do for the next product version. Then, we present the roadmap to our management who ask reasons for our decisions.”

\textit{-two resources responsible of a product in a collaboration-based company}

“We have such a light organization. We can sort things out while having a cigarette.”

\textit{-two resources responsible of a product in a collaboration-based company}

Relying largely on human collaboration was typically positively experienced:

“I don’t necessary long for a fancy organization that produces loads of documents. I’d rather do real work.”

\textit{-software developer in a collaboration-based company}

Informal collaboration-based MDRE appeared to have clear benefits. The fact that people perform diverse set of tasks enabled them to utilize tacit knowledge they have gained in their day-to-day social interaction. Since tacit knowledge is difficult to formalize and often time- and space-specific, tacit knowledge can be acquired only through shared direct experience, such as spending time together or living in the same environment [13]. Furthermore, continuous face-to-face connections allow workers to share information with means much more powerful than with documents. Hence, human collaboration appeared to be a significant factor in mitigating the challenges when conducting activities of \textit{listening, sharing, determining, and knowing} the product requirements. However, informal practices may also have unwanted consequences. For example, the lack of formal practices may lead to individualism:

“We all have long traditions of working our own individual ways. If you would try to have all of us work in a uniform way, you would fail.”

\textit{-software developer in a collaboration-based company}

“He has his own way of thinking on certain matters and he implements his thoughts without discussing with others. When others disagree, there may be some shouting on the hallways.
There are quite many propellerheads here with a strong personality.”
-project manager in a collaboration-based company

Informality and individualism also introduces risks:
“If I get hit by a tram on my way to home, that’s about it. The product-related knowledge would be pretty much lost.”
-software developer in a collaboration-based company

Strong personalities tend to dominate decision making in small organizations. In some companies, the product development decisions were made by the developers:
“If the sales guys would get even a slightest hint of what we are playing around with, they would immediately call to the customers and use the information to sell a feature before we have decided to implement it. That’s why we are very cautious of revealing information to the sales guys.”
-software developer in a collaboration-based company

In other companies, decisions were made by sales:
“I’d say that 80 percent of the decisions to implement a new feature have actually been made by selling the non-existing functionality to a customer.”
-salesman in a collaboration-based company

Hence, relying on human collaboration may introduce risks particularly for activities of deciding, understanding and implementing the requirements. Furthermore, informal practices appear to work only up to certain point. As the organization begins to grow, the need for more formal work practices increases:
“At the moment I do all the coding. If we would hire even one more person, things would get 10 times more complicated. We would need to start synchronizing and agreeing on everything and start assigning responsibilities.”
-software developer in a collaboration-based company

The first symptoms for the need of more formal practices appear to be coordination problems
“We have too many competing versions that we have implemented to different customer projects. Other project may start from scratch implementing a solution that we have already implemented for another project. The developer may not have heard about the existing solution or he prefers to develop the solution himself rather than use the existing one.”
-project manager in a collaboration-based company

and version control problems:
“Occasionally someone comes to notify me that he has just saved a new version of a source file I was also working on. The fact that my recent work was lost makes me often annoyed enough to overwrite his work by saving my version of the file.”
-project manager in a collaboration-based company

4.2 Process-based MDRE Approach

As the organization grows, its product-related customer and user needs begin to originate from a wide variety of sources:
“Some of the sources through which we receive market information, in one way or another, are: the existing customers, the ongoing sales cases and all sorts of ideas we get at the exhibitions while looking at what competitors have accomplished. We also follow, to some extent, what is happening in the adjacent customer segments.”
-head of product management in a process-based company
The people who gather the product related needs are not necessarily any more the same compared to the ones who use the information to make decisions. Typically, product-related needs are collected on a continuous basis and are stored into a database. Such way of working did not appear to introduce notable challenges for activities of listening and sharing the requirements (Fig. 1). The companies tended to gather plenty of market information – perhaps more than they were able to digest:

“We receive large amounts of market information, but the typical problem we are facing with it is that the business value behind the customer need is often missing. In such case, we have difficulties on prioritization. We might not be able to see that focusing on other requests would actually benefit us much more. We have a horn of plenty on receiving market information, but understanding the priority of information often gets lost in the abundance of technical details.”

-business manager in a process-based company

The real challenge appeared to be to understand what the gathered information really means. The database was typically periodically scanned in order to decide which of the requirements shall be implemented for the product’s forthcoming releases. Essential processes when making such decisions are requirements prioritization, roadmapping and release planning [3]. Artifacts that are produced when following such processes are: a roadmap that provides a layout of the product releases to come over a time frame of three to five years and a release plan that describes the selected features to be implemented for the particular product release.

The gathered information needed first to be developed further into explicit product requirements. It was then necessary to develop an understanding of how important the product requirements were in terms of product business. Without such understanding it was difficult to determine which of the requirements should be implemented to the product’s forthcoming versions. These tasks were typically assigned to a product management team:

“One of our product management team’s responsibilities is to develop an understanding of what features would be technologically viable and desirable for the customers. The product management team need to see beyond the customer wishes and think of functionality that the customers are not yet able to request for.”

-business manager in a process-based company

Building an understanding of the gathered information appeared to be a complex challenge, for which decision makers’ experience and tacit knowledge appeared to be important:

“There does not exist any equation that can determine the priorities of market needs correctly. It takes certain touch, hunch and experience to understand the priorities. This knowledge has just been built into the organization. [...] The more we have made business, the more we have gained this tacit knowledge.”

-business manager in a process-based company

“It is a huge challenge to set up the organization to support the product-related decision making. It is difficult to determine the criteria according which the requested features are decided to be implemented. We have recently put much effort in finding ways to organize the decision making in a business oriented manner.”

-business manager in a process-based company

“Who is it to say that what is the right interpretation of the data we have gathered? This is the challenge that we have been tackling with all the time. The more we have done business the
more experience we have gained [on understanding the customers].”

- business manager in a process-based company

In addition to the challenge related to understanding and decision-making, another challenge was clearly identified. There appeared to be communication blockages between the product management team and the rest of the organization:

“We have detected challenges on how to share the information between the customer segment teams and the product management team. In addition, we have identified another communication barrier between the product management team and the development team. If we can solve these two Gordian knots then everyone’s work will be easier.”

- business manager in a process-based company

Not knowing the full picture of product-related decisions have occasionally caused challenges in the organizations:

“In many cases, knowing the plans for the future versions would have an impact on the design decisions. If we would know that a certain requirement is actually laying a foundation to something forthcoming, we would implement the requirement differently.”

- software development team leader in a process-based company

“We have had challenges on informing the customers about the practical meaning of new product features. We have listed what features the new product version contains, but the true practical meaning has not been understood.”

- head of product management in a process-based company

“Our marketing department has not been able to write anything related to the new product until the product has been implemented.”

- head of product management in a process-based company

“The R&D department has only been able to see a planning window of one third of a year. Because of this, they do not know what features are to be implemented on the next version.”

- head of product management in a process-based company

“The country managers have had to rely on product manager’s communication skills in creating an understanding of what is new in the products forthcoming versions.”

- head of product management in a process-based company

The gathered data suggested that process-based companies communicated largely with the artifacts resulting from following processes. This appeared to be a source of misunderstandings. The organizations’ movement from collaboration towards following processes have created challenges particularly to activities of determining, knowing, deciding, understanding and implementing the requirements.

5 Discussion

The conceptual summary characterizing collaboration- and process-based organizations is presented in Fig. 2. The findings of this study support the claim [14] that co-operation and frequent face-to-face communication have a central role within the smaller development teams. As long as an organization is small enough, human collaboration appears to have a natural tendency to mitigate the MDRE-related challenges. When the organization grows, it begins to face coordination challenges.
Organizations typically alleviate such challenges by introducing processes. With processes, people begin to specialize and information begins to be shared more in documented form. Paradoxically, with the efforts to increase coordination, organizations appear to lose the benefits of human collaboration. A growing organization may soon find itself in the middle of communication challenges where people need to work with partial information. With the reduced human collaboration, growing organizations destroy the very thing that once made them perform well.

The findings of this study suggest that organizations need to find new ways to regain the benefits of human collaboration while coping with increased complexity. In particular, current MDRE approaches could be expanded with approaches that help people to cope with multiple meanings, are more social by nature and are more tolerant of improvisation than the traditional designs grounded in decision making. Studying how small organizations develop their requirements may be a valuable source of information in accomplishing such a goal.

The emergence of social media [15] has created high expectations for their opportunities to alleviate many problems related to social interactions over time and place. Some of the essential characteristics of social media include support for social interaction, content sharing, virtual identity and collaborative production [16]. These characteristics may also provide value in understanding complex and often conflicting product-related needs, because “the greater the variety of beliefs in a repertoire, the more fully should any situation be seen, the more solutions that should be identified, and the more likely it should be that someone knows a great deal about what is happening” [17].

6 Conclusions

This paper explored five organizations in order to understand how they manage their software product requirements. The study illustrated how small organizations tend to manage their product requirements largely with human collaboration whereas larger organizations relied on processes. Human collaboration appeared to have a natural tendency to mitigate MDRE-related challenges. Hence, this study argues that studying
small organizations and investigating the opportunities with social media are two important sources of information when finding new ways to gain the benefits of human collaboration while coping with increased complexity. The question still remains, what concrete actions organizations should take to release these new potentials in requirements engineering. The challenge for product organizations is how to utilize the wisdom of its organization in order to determine the product related need while producing a simple enough understanding for the ones needing to act on it.
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Abstract. By virtue of their size, small organizations can take advantage of many opportunities to develop software efficiently and successfully, and they waste them if they try to emulate their larger counterparts. As software researchers, we should study how small organizations can best exploit those opportunities instead of prescribing solutions that were designed for organizations of a very different nature.

“Today, we suffer from an almost universal idolatry of gigantism. It is therefore necessary to insist on the virtues of smallness, where this applies.” —E. F. Schumacher [16]

1 Introduction

Small organizations form a large part of the software industry, but our research community has mostly overlooked their needs and characteristics. This is a serious omission: small software organizations have a number of strengths that are absent in larger organizations, strengths that help them develop software efficiently and successfully and that are neglected if the organization applies processes and practices that were not designed to exploit them.

In this paper I argue that small organizations should not attempt to emulate the processes and practices of larger organizations, but should rather take advantage of the strengths enabled by their size. Similarly, I argue that requirements researchers should recognize these strengths, and design and evaluate techniques that make the best use of them.

2 Small is beautiful

We have known since the earliest days of our field that large software organizations suffer from problems caused by their size. They incur in significant coordination overheads [6], and tend to release products that are less satisfactory than those built by smaller organizations [9]. But somehow many in the

---

1 In the United States in 2002, 95% of software development firms had less than 50 employees. They generated 21% of the total income and employed 28% of all employees in the area [7].
software industry assume that the goal of a small firm should be growth, that size is a valid measure of success. To be sure, a large size brings certain benefits: the appearance of stability, the ability to engage in greater and more ambitious projects, the appeal of commanding the work of a large number of employees. And yet there are many rewards for small organizations, rewards that often go unnoticed and unclaimed in their push to become large by behaving as if they were already large. Some of these rewards are psychological and even ethical, such as the joy of working in closely-knit groups and a greater agency over one’s own work. That kind of reward may be significant enough to justify a preference for small groups, but it is not the topic of this paper. Rather, I claim that small organizations also have important advantages purely from the point of view of developing software efficiently and successfully. Some of these advantages relate specifically to their requirements elicitation and communication activities.

2.1 Formality is unnecessary

Organizational scientists tell us that increases in organizational size lead to greater bureaucracy and formalization [5, 12]. Large organizations succeed partly by being predictable; predictability is achieved through organizational inertia and the formalization of structures and processes [11]. Requirements must be elicited by specialized personnel, documented in formal and unambiguous terms, traceable back to their sources and forward to their implementations, and changed only with the oversight of a committee. Only through mechanisms such as these can large organizations deal with the challenge of communicating and controlling the requirements of their projects.

For small organizations, many of these activities are entirely unnecessary; there are plenty of documented cases of successful organizations that do fine without them [2]. This is largely because it is easier to share an understanding of requirements information with everyone involved on an as-needed basis. If a team is able to sort out its requirements problems by getting everyone together in the same room, it does not need to spend time creating documents that will soon become obsolete and might go unread [14].

2.2 Communication can be rich and robust

Organizations working on large projects must adopt some form of geographic distribution of effort. Even when the whole organization is located in the same area, communication between those of its members sitting beyond a short distance from each other is as low as if they were in different cities [1]. This is one of the factors that force large organizations to use inefficient communication mechanisms, such as requirements documents, to share project information.

In contrast, if the organization is small enough that it can work in a shared room or two, it is able to use much richer and pervasive communication dynamics [15]. This “radical co-location” has been found to lead to greater project efficiency and satisfaction [17], and it allows the organization to forego the creation and maintenance of unnecessary documentation. Note that the effects of
co-location benefit large organizations as well when they can partition projects in small sizes, but this is a natural advantage for small organizations.

2.3 Strong cohesion is possible
Small organizations can develop a strong group cohesion with relative ease. Group cohesion leads to increases in performance [3], partly because cohesive groups have lower coordination and communication overheads. They develop a shared vocabulary and a tacit understanding of each member’s areas of expertise, enabling the maintenance of an efficient “oral tradition” within their teams.

This cohesion can even extend to members of customer organizations. Extreme Programming [4], for instance, advocates for the development of a close bond with customers, a bond that allows the team to understand the needs and culture of their clients intuitively and to resolve technical issues quickly.

2.4 Unscalable practices can be implemented
Many of the software development practices popularized in recent years, particularly those based on the Agile manifesto, prioritize co-located, cohesive teams over formalized processes. Arguably, part of the backlash against the Agile movement comes from the mismatch between its proposals and the formalized, geographically distributed, incohesive environments in which people attempt to apply them. It is possible to be Agile in large organizations, but it is not easy.

Agile techniques are a much better fit to smaller (less formal, co-located, cohesive) organizations. Story cards, backlogs, daily sprints, and other agile requirements practices depend on such an environment to prosper. They are tested, validated strategies to understand, prioritize, and track the requirements of a project, but they do not scale well—a problem for large, but not for small organizations.

3 Conclusion
We should not try to persuade small organizations to use the strategies we have devised for their larger counterparts. Some small organizations do apply them, perhaps out of a belief that it is the correct way to develop software, or a desire to emulate seemingly successful large firms. My position is that this is a mistake. Those strategies do not take advantage of their strengths; in fact they waste them entirely. Instead of proceeding down this path, we should welcome the opportunity to help these organizations identify their abilities, and to be explicit about the ways in which these abilities can be exploited to their advantage.

An important question remains: when does a growing organization cease to be small? That is, when do these strengths disappear? There seems to be a threshold after which organizational dynamics change, at around ten or twenty people [8]. Many organizations appear to have another qualitative jump at about one hundred and fifty [10]; there could be at least one more in-between these
two. To my knowledge, these thresholds have yet to be explored in the domain of software organizations. And it is possible that other determinants of size, such as the number of teams or the number and variety of customers, is more important than the number of employees for our purposes [13]. A better understanding of the construct of size and of the characteristics of software organizations of different sizes is an important step to advance our knowledge of the field.

4 Acknowledgements

I would like to thank Steve Easterbrook, Greg Wilson, Jon Pipitone, Neil Ernst, and Jonathan Lung for their insightful comments on this paper.

References

ISO-Standardized Requirements Activities for Very Small Entities

Philippe Saliou and Vincent Ribaud
Université de Brest, LISyC, CS 93837, 29238 Brest Cedex, France
Université européenne de Bretagne, France
{ Philippe.Saliou@univ-brest.fr, Vincent.Ribaud@univ-brest.fr }

Abstract. The use of Software Engineering standards may promote recognized and valuable engineering practices for Very Small Entities (VSEs) but these standards do not fit the needs of VSEs. The ISO/IEC Working Group 24 (WG24) is developing the ISO/IEC 29110 standard “Lifecycle profiles for Very Small Entities”; this standard is due for approval in June 2010. A pilot project about ISO 29110 use has been established between our Software Engineering group and a 14-person company building and selling counting systems about the frequentation levels of public and private sites. The pilot project aims to help VSEs deliver the Software Requirements Specification, Test Cases and Test Procedures for a new web-based system intended to manage fleets of counting systems. As the project goes along, it appears that the 29110 set of documents was not up to the task of sustaining this VSE in its engineering activities. We supported the VSE in two ways: (i) a Training Session based on the 29110 Requirements Analysis activity, and (ii) Self-Training Packages - a set of resources intended to develop experience and skills in Requirements Identification and SW Requirement Specification (SRS). Our inspiration stems from the 15504-5 standard with a desire to provide software engineers with an exemplar set of base practices providing a definition of the tasks and activities needed to fulfil the process (e.g. requirements) outcomes. Task definition is collected on a task card. The results of this pilot study provide the VSE with a roadmap through the Requirements activity, which is compatible with the ISO/IEC 29110 standard.

Keywords: Very Small Entities, Requirements Specification, ISO/IEC 29110.

1 Introduction

Very Small Entities (VSEs) are recognized as being very important to the software economy, and produce stand-alone or integrated software components in large software systems. The use of Software Engineering standards may promote recognized and valuable engineering practices - but these standards do not fit the characteristics of VSEs. The term 'Very Small Entity' (VSE) was defined by the ISO/IEC JTC1/SC7 Working Group 24 (WG24) as being “an entity (enterprise, organization, department or project) having up to 25 people”. This definition has subsequently been adopted for use in the ISO response to VSEs’ specific needs: the
The emerging ISO/IEC 29110 standard “Lifecycle profiles for Very Small Entities” [1]. The 29110 standard defines a group of Standardized Profiles, including the ISO/IEC IS 29110-4-1 Basic profile [2] which applies more specifically to a VSE that is involved in software development of a single application by a single project team with no special risk or situational factors.

A VSE claiming compliance with ISO/IEC IS 29110-4-1 will implement and use all the profile elements, as identified in Clause 7 of the profile specification [2]. The profile elements concerning requirements are: Project Plan Execution (PM.2) and Project Assessment and Control (PM.3) - producing the Change Request work product, and Software Requirements Analysis (SI.2) - producing work products Change Request and Requirement Specification.

This paper reports some of the conclusions reached by a pilot project the authors conducted with a 14-person VSE that builds and sells counting systems about the frequentation of private and public sites. Only 3 of the employees are software developers, and the VSE asked for assistance with software project management – mainly managing requirements and establishing a disciplined test process. Deployment Packages (DP) are expected to be particularly helpful. A DP is “a set of artefacts developed to facilitate the implementation of a set of practices, for the selected framework, within a VSE [3]”. As the project goes along, it appears that the 29110 set of documents (including DPs) was not up to the task of sustaining this VSE in its engineering activities. One idea defended here is that implementing standardized software engineering activities in a VSE requires specific and operational materials and mechanisms. We are proposing to provide VSE employees with Self-Training Packages intended to help the engineer carry out [and learn] the task.

Section 2 presents related work, and offers an overview of a SE standard for VSEs. Section 3 introduces the pilot project, presents Self-Training Packages, and evaluates the system's efficiency. We conclude with brief perspectives.

2 Related work

2.1 Requirements engineering for small software companies

In 2007, IEEE Software published a special issue on the theme “SE Challenges in Small Software Companies”. The guest editors’ introduction presents common challenges faced by large and small software development companies: “They need to manage and improve their software processes, deal with rapid technology advances, maintain their products, operate in a global software environment, and sustain their organizations through growth [4]”. Yet VSEs also have specific characteristics and needs.

J. A. Calvo-Manzano et al. [5] presented an SPI solution called MESOPYME for small and medium-size enterprises (SME). MESOPYME is based on the Action Package concept - a mechanism which assists faster and affordable SPI program implementation for SMEs. Experimentation with this package has been carried out in the Requirements Engineering domain. The structure of an Action Package (such as
the Requirements Engineering Action Package) presents similarities to our own structure of Self-Training Packages. Training is provided using the Action Package Training component. This component basically comprises four courses: software process model (CMM), the improvement method (MESOPYME), team building, and training in the process selected for improvement (e.g. Requirements Engineering). Our approach is different in that MESOPYME is a Software Process Improvement method for SMEs, whereas we aim to implement a Lifecycle Standardized Profile in VSEs.

The REDEST project [6] aimed to develop a selection of innovative Requirements Engineering methodologies to act as Best Practice Cases for 14 independent software development companies. REDEST disseminated results via a Best Practice Case Booklet [7]. Case Study 8, carried out by a VSE named SignalKomplex, aimed to experiment with the following features: introduction of a systematic RE process; a more thorough understanding of customer requirements; basic tracking of changes in requirements. The size (24 employees) and the products and services (vehicle traffic control equipment) provided are very similar to the VSE case study reported in this paper. SignalKomplex baseline project (development of a vehicle sensor card) presents similarities with the VSE project (a web-based system intended to manage fleets of counting systems). The RE approach selected by SignalKomplex was a method called PAISLEY, which is an approach whose focus couples Requirements Elicitation with the processes of the object being developed. SignalKomplex selected this approach because it was equally operable for hardware and software requirements, a key issue from the SignalKomplex point of view. As SignalKomplex reported in the REDEST Best Practice Case Book [7, p. 114], the RE solution also required input from other areas of the company, such as the sales and business departments. Combining pure, technical specifics with other inputs was mostly achieved by exploiting spreadsheet features. The ISO/IEC 29110 Basic Profile is applicable to VSEs which do not develop critical software products, and the traceability tool provided with the Deployment Package associated with requirements is a spreadsheet-based tool. Our proposal is to perform a preliminary Requirements Elicitation through the building of a Services Identification List (see Figure 1) which is also supported by spreadsheets. Keeping a powerful requirements management tool as simple as possible is a key issue for a VSE.

2.2 SE Standards for Very Small Entities

ISO initiative. Software engineering standards and methods often neglect the needs and problems of the small and medium-sized organizations which constitute a major part of the software industry. The ISO/IEC Working Group 24 (WG24) is developing the emerging ISO 29110 standard, which is a set of technical specifications and guides for use by very small software enterprises. This set is based on the concept of VSE profile [1]. The purpose of a VSE profile is to define a subset of ISO/IEC standards relevant to the VSE context - for example, selected processes and outcomes of ISO/IEC 12207 [8] and selected products of ISO/IEC 15289 [9].

taxonomy. Part 3 [11] defines the process assessment guidelines and compliance requirements needed to meet the purpose of the defined VSE profiles.

The document ISO/IEC 29110-4-1 [2] provides the specification for all the Generic Profile Group profiles. The Generic Profile Group is applicable to VSEs which do not develop critical software products [1]. The Basic Profile describes the software development of a single application by a single project team with no special risk or situational factors [2]. The ISO/IEC 29110-5-1-2 document [12] provides an implementation management and engineering guide for the Basic Profile.

The ISO 29110 Set of Documents is due for approval in June 2010. It is possible that VSEs may be intimidated by this set. Moreover, this set includes ISO standards, submitted to copyright fees. However, guides are targeted at VSEs, and should be VSE-accessible, in terms of both style and cost [1].

### 2.3 Basic Profile

**Basic Profile Processes: Objectives and Tasks Decomposition.** The Basic Profile establishes VSE characteristics, needs and suggested competencies, and uses it to define process objectives. For instance, objectives related to requirements are: the SI.O2 objective “Software requirements are defined, analyzed for correctness and testability, approved by the Customer, baselined and communicated [2, p. 7]”, the SI.O3 “[…] Consistency and traceability [of the design] to software requirements are established [2, p. 8]”, and the SI.O4 “[…] Traceability [of the software components] to the requirements and design are established [2, p. 8]”. The Basic Profile consists of 2 processes: Project Management (PM) and Software Implementation (SI). A process is defined as “a set of interrelated or interacting activities which transforms inputs into outputs [8]”. An activity is “a set of cohesive tasks of a process [8]”. For each activity of the PM and SI processes, the Basic Profile details the tasks to be performed: role, description of the task, input and output products. For instance, the starting point of the 29110 use for requirement is the SI.2 “Software Requirements Analysis” activity, its list of tasks: SI.2.1 to SI.2.7 and the associated roles. Roles are: TL Technical Leader, WT Work Team, AN Analyst, and CUS Customer. Table I provides a tasks breakdown for the activity SI.2 [2, pp. 15].

<table>
<thead>
<tr>
<th>Task List</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>SI.2.1 Assign tasks to the Work Team members in accordance with their role, based on the current Project Plan.</td>
<td>TL, WT</td>
</tr>
<tr>
<td>SI.2.2 Document or update the Requirements Specification.</td>
<td>AN, CUS</td>
</tr>
<tr>
<td>SI.2.3 Verify the Requirements Specification.</td>
<td>AN</td>
</tr>
<tr>
<td>SI.2.4 Validate the Requirements Specification</td>
<td>CUS, AN</td>
</tr>
<tr>
<td>SI.2.5 Document the preliminary version of the Software User Documentation or update the present manual. *</td>
<td>AN</td>
</tr>
<tr>
<td>SI.2.6 Verify the Software User Documentation</td>
<td>AN</td>
</tr>
<tr>
<td>SI.2.7 Incorporate the Requirements Specification, and *Software User Documentation to the Software Configuration in the baseline.</td>
<td>TL</td>
</tr>
</tbody>
</table>
**Basic Profile Products.** Part 29110-4-1 provides Work product specifications, and Activity input & output specification. For instance, SI.2.1 to SI.2.7 tasks have associated output products: *Requirements Specification, Verification Results, Change Request, Validation Results,* and [preliminary] *Software User Documentation.*

### 2.4 Deployment Package

Significant help is expected from Deployment Packages (DP). C. Laporte, the editor of the ISO/IEC 29110 defines a DP as “a set of artefacts developed to facilitate the implementation of a set of practices, of the selected framework, in a VSE [3]”. The elements of a typical deployment package are: process description (activities, inputs, outputs, and roles), guide, template, checklist, example, presentation material, reference and mapping to standards and models, and list of tools [13]. Packages are designed in such a way that a VSE is able to implement its content without having to implement the entire framework at the same time.

Regarding requirements, the Deployment Package - Software Requirement Analysis [14] adds depth to the standard, providing guidance through a simplified breakdown of the SI.2 SW requirements analysis activity. The DP sums up the SI.2 activity in 4 tasks: requirement identification, requirements refinement and analysis, requirements verification and validation, requirements change management. For each of theses 4 tasks, the DP describes a step-by-step method.

This DP follows the SPEM approach promoted by OMG in [15]. In this DP, the tasks required for performing SW requirements analysis are defined through textual step-by-step explanations, describing how specific fine-granular development goals are achieved, through which roles, and with which resources and results. The DP also provides several templates (including a simplification of IEEE 830 [16]) of a Software Requirement Specification Document.

Training materials and an Excel-based Traceability tool can be downloaded from the public WG24 web site [http://profs.logti.etsmtl.ca/claporte/English/VSE/index.html](http://profs.logti.etsmtl.ca/claporte/English/VSE/index.html).

### 3 A Pilot Project on Requirements

#### 3.1 Overview

**Context of the VSE.** A VSE of 14 people (with 3 software engineers) requested our help in Spring 2009. This VSE designs, builds, develops and sells a counter system intended to collect and analyze frequentation of public or private sites. Counting systems are based on stand-alone counter boxes (including sensors, power supply, data storage, and data exchange) and a software chain able to collect, analyze, present, and report counting data. The data set was downloaded from counters via infrared link or GSM, stored on PC and exchanged via a file transfer utility.

**The new software project.** The VSE started a complete reconstruction of its software chain in order to transform it into a web-based system called Eco-Visio, intended to host data from fleets of counting systems for each client, and able to process statistics and generate analysis reports on counting. At the end of June 2009,
the VSE hired an Information Technology graduate from our university. At the same moment in time, we initiated a pilot project intended to help the VSE implement just one part of the 29110.

**The pilot project.** The absence of requirement traceability and systematic testing was rapidly recognized by all stakeholders. Both authors also agreed that project management was in need of improvement, but we deliberately omitted this point. We proposed a 2-stage plan of action: 1- implementation of the “Software Requirements Analysis” Deployment Package and 2 - implementation of the “Software Testing” Deployment Package. The first stage is complete, and reported on in this paper.

**Deployment Package.** The starting point of the 29110 use for requirement is the SI.2 “Software Requirements Analysis” activity, its list of tasks - SI.2.1 to SI.2.7 - and the associated roles. A step-by-step approach to perform the required SI.2 tasks is given in the Deployment Package - Software Requirement Analysis [14]. One VSE employee received a short training course, using the training material associated with this DP, and downloaded the Traceability Tool provided with the DP. Despite all this assistance, the VSE engineer was unable to proceed with 29110 Requirements Engineering. He therefore attended a Training Session on requirements, based on the 29110 materials. A description of this session is presented in section 3.2.

**Self-training packages.** During the training session, the VSE engineer – like his co-trainees – attained an initial level of proficiency in using the 29110 for Requirements Specification – yet trainees asked for further assistance and guidance. We therefore constructed a dedicated assistance approach, which is presented in section 3.3. This approach relies on Self-Training Packages - a set of resources intended to develop experience skills in SE activities, e.g. Requirements Identification and SW requirement specification.

**Assessment.** We built 2 groups: a control group of 9 people and a study group of 10 people performing the 29110 training. We intended to measure the efficiency of the training system by comparing requirements competencies between both groups.

### 3.2 Training session

**Training session context.** We scheduled a training week on 29110 Software Requirements Analysis in December 2009. 10 young engineers (including our VSE engineer) attended the session. The 29110 Training Session comprises a course on requirements and a case study using the DP - Software Requirement Analysis [14].

**Content of the training session.** The session begins with an introductory lecture on requirements, but trainees are plunged into 'doing' with the preparation of a peer-review on a requirements analysis guide. This guide is issued by an ISO-9001 major software company (at which both authors had been employed for about ten years). The SW Requirements Specification (SRS) Document is issued by the DOD-STD-2167A software development standards [17]. This guide is intended to facilitate the writing of the SRS. Peer-reviewing this guide provided trainees with initial exposure to standardized requirements management.
During the second phase of the session, trainees have to contribute to the writing of a similar guide, based only on the 29110 standard. Authors provide trainees with a preliminary version of the guide, written in a top-down manner, starting from the 12207 standard processes devoted to requirements (6.4.1 Stakeholder Requirements Definition, 7.1.2 SW Requirements Analysis) to the 29110 Basic Profile SI.2 “Software Requirements Analysis” activity. Trainees have to incorporate both the DP - Software Requirement Analysis and its step-by-step approach into the guide. Finally, trainees have to apply the enhanced guide to a 'real' SRS and update this SRS to satisfy compliance with the guide. The 'real' SRS is for eCompas - an existing system developed by the first author and former graduate students.

3.3 Towards requirements management capability

Objectives. Despite the path traced in the standard (including the guidance provided by the DP), some young engineers (and this is true of the VSE engineer in particular) may be unable to find their way through the managing requirements. Below, we present the step-by-step path proposed by the DP Requirement Analysis.

Task 1. Requirements identification. The objective is to clearly define the scope of the project and identify key requirements of the system. Steps are: (i) Collect information about the application domain; (ii) Identify project scope; (iii) Identify and capture requirements; (iv) Structure and prioritize requirements.

Task 2. Requirements refinement and analysis. The objective is to detail and analyze all the requirements identified. Steps are: (i) Detail requirements; (ii) Produce a prototype.

Task 3. Requirements verification & validation. The objective is to verify requirements and obtain validation from the customer or his representative. Steps are: (i) Clarify fuzzy requirements (verification); (ii) Review SRS (Software Requirements Specification); (iii) Validate requirements.

Task 4. Requirements change management. The objective is to manage requirements changes in line with a process agreed upon with the customer. Steps are: (i) Track changes to requirements; (ii) Analyze impact of changes; (iii) Identify changes that are beyond the project scope; (iv) Prioritize changes.

The core of requirements gathering and specification must be performed in tasks 1 and 2. We decided to build two Self-Training Packages aimed at helping young engineers with: A - Requirements Identification and B - SW Requirements Specification. A discussion of Self-Training Packages is beyond the scope of this paper, but we will say that one objective of our research group is to provide VSEs with a training complement to the 29110 set of documents called the 'Self-Training Package'. Self-training packages are intended to be performed autonomously by VSE employees, requiring (almost) no interaction with a coach - except at the time of package delivery to the VSE.

The inspiration stems from the 15504-5 standard [19, Part 5] with a desire to provide software engineers with an exemplar model of software engineering activities together with complementary self-training material. While we are designing self-training for an SE activity (such as Requirements Analysis) and its required tasks
(such as Requirements identification or Requirements refinement and analysis), we aim to prescribe the engineer’s tasks broken down into small units. Task definition is collected on a task card.

**Fig. 1.** Example of a task card.

<table>
<thead>
<tr>
<th>Nº</th>
<th>Date</th>
<th>Origin</th>
<th>Roles assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td></td>
<td></td>
<td>ANalyst</td>
</tr>
</tbody>
</table>

**Process:** Software Implementation (SI)  
**Activity:** Software Requirements Analysis (SI.2)  
**Task Title:** Requirements bootstrap

### WORK DESCRIPTION

**Objectives**

The goal of this task is to collect and identify requirements using a structured and prioritized list of requirements, and to establish a synthesis of users’ needs.

Objectives are strongly related to SI.2.1 task objectives: “The objective of this activity is to clearly define the scope of the project and identify the key requirements of the system.”

**Step-by-step**

1. **Identify** functional and technical needs
   - Extract users’ needs from the eCompas Statement of Work (call for tender) and the preliminary response to tender.
   - Write a unique document “Needs Synthesis Document”, gathering together any elements related to a functional or technical need.

2. **Summarize** required services (Services Identification List)
   - Identify, classify and sum up users’ needs through a list of high-level services required by the eCompas software.
   - Each identified service (or sub-service) shall be documented with:
     - Identification number (could be temporarily left blank)
     - Type (Functional or Technical) and Domain (one of the five eCompas domain areas)
     - Service number (hierarchical numbering inside domains)
     - Actors (main users of the service)
     - Summary (a very short description of the service)
     - Origin (traceability to Statement of Work or Tender response)
     - Link to “Need Synthesis Document” (references to corresponding paragraphs)

3. **Establish a glossary** of the eCompas domain

4. **Structure and prioritize** the “Needs Synthesis Document”
   - With the help of the “Services Identification List”, rewrite a new version of the “Needs Synthesis Document” complying with the proposed hierarchy.
   - Establish traceability.
   - Number services with a hierarchical identification number.

5. **Perform a peer-review of an existing SW Requirements Specification**
   - Prepare the review of the eCompas SRS following the instructions of the Reviewer Guide

### Resources

- eCompas Statement of Work and Tendering answer
- SRS Writing Guide and Peer-Reviewer Guide

### Output products

The main output product of this task is the “Needs Synthesis Document”, which will be used in the next task - “SRS writing” as a preliminary version of the Software Requirements Specification.

<table>
<thead>
<tr>
<th>Products</th>
<th>Milestone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Needs Synthesis Document</td>
<td>A, B</td>
</tr>
<tr>
<td>Services Identification List</td>
<td>A</td>
</tr>
</tbody>
</table>

**Task cards.** The description of the task is designed as a theatre scene: the scene being the reference context in which the action takes place. The scene aims for unity
of place, time and action; it is a situation in which people do [and learn], a scenario of actions, a role distribution, an area mobilizing resources and means. The different components of a scene, along with their articulation, are depicted on a task card (see an example of the Requirements bootstrap card in Figure 1).

Its main elements are:

- Related 29110 Process / Activity
  This reference (SI / SI.2 SW Requirements Analysis in this instance) provides a smooth link to the 29110 and through the ISP to the 12207 and 15504 standards.
- Role
  Role (here ANalyst) is a quick reference to the 29110 Role
- Task Title and Objectives
  Similar to Process Title, Process Purpose, and Process Outcomes as defined in ISO/IEC 12207
- Step-by-step
  A comprehensive description of the work to be done - intended to be useful as a practical guide to completion of the task.
- Resources
  The set of resources required. This may set up the context and/or be required to perform the task. It may include online courses that are affordable to a technology transfer centre, where the cost is beyond the reach of a VSE.
- Output products
  This is generally a 29110 Work Product, or an intermediary product required to build this Work Product. A hidden goal is to initiate and develop a strategy of capitalizing on the activity, and transferring knowledge to VSE employees.

Self-training. For the self-training reported in this section, we built two task cards: Requirements bootstrap and SRS writing. Self-training is then performed as a case study: a set of resources is used to set up the context, and engineers have to perform tasks as they should do in a ‘real’ situation.

Our study group of 10 engineers performed both Self-Training Packages in January and February 2010. The first Training Package was intended to offer an initial level of maturity in ISO/IEC 29110 Requirements Management (through the study of SI.2 activity and a review of a ‘real’ WP11 Requirements Specification) and the second Training Package aims to perform a Requirements Analysis on a ‘real’ case. Very little interaction with the coach (the first author) occurred. Each engineer completed each package in roughly a week.

3.4 Process assessment

The Part ISO 29110-3 [11] is an Assessment Guide applicable to all VSE profiles. It is compatible with ISO/IEC 15504-2 and ISO/IEC 15504-3 [18]. As specified in [11], “a VSE-specific Process Assessment Model (PAM) can be derived by selecting only the assessment indicators in the 15504-5 Exemplar PAM, relevant to the corresponding process outcomes defined in ISO/IEC 29110-4.”

For instance, in the Basic Profile, the SI Process defines 7 objectives and SI.02 is the only one relevant to requirements: “Software requirements are defined, analyzed for correctness and testability, approved by the Customer, baselined and
communicated.” [2] Then, reducing the 7.1.2 Software Requirements Analysis Process outcomes (15504 ENG.4) corresponding to the SI.02 objective will give:

1) requirements allocated to the software elements of the system and their interfaces are defined
2) software requirements are analyzed for correctness and testability
6) software requirements are approved and updated as needed
8) software requirements are baselined and communicated to all affected parties

If we apply the profile to the Base Practices of ENG.4, we can remove Base Practices that do not contribute to the selected outcomes (1, 2, 6, and 8). Hence, the list of profiled Base Practices of the ENG.4 Process is reduced to ENG.4.BP1 Specification of software requirements; ENG.4.BP3: Development of criteria for software testing; ENG.4.BP5: Evaluation and updating of software requirements; ENG.4.BP6: Communication of software requirements.

Clause 5 of ISO/IEC 15504-2 [19, Part 2] defines a measurement framework for the assessment of process capability, defined on a six point ordinal scale. Within this measurement framework, the measure of capability is based upon a set of process attributes (PA). Each attribute defines a particular aspect of process capability. The extent of process attribute achievement is characterized on a defined rating scale. Clause 6 of the 15504-5 [19, Part 5] presents the process capability indicators related to the process attributes associated with capability levels 1 to 5. Process capability indicators are the means of achieving the capabilities addressed by the considered process attributes.

ISO/IEC 15504 separates processes and capability levels in two dimensions whilst CMMI handles them in a single dimension. However, it should be pointed out that separate process and capability dimensions may discourage a VSE regarding process assessment. For instance, capability level 2 indicators applied to requirements relate to defining, planning, monitoring and adjusting the performance of the SI.2 Requirements Analysis activity and to identifying, defining, documenting, reviewing and adjusting each work product related to this activity. In our opinion, this kind of assessment will neither determine whether a VSE achieves the Basic Profile, nor help the VSE to improve its Requirements Engineering implementation. We would like VSE employees to understand the importance of the assessment principle, whilst performing regular self-assessment on a reduced set of major objectives. Such an objective should be formulated with a sentence in the “To be able to …” format. This proposal, applied to Requirements Engineering, is detailed in the following section.

3.5 Evaluation of the system efficiency

Since 2008, local employers in Brest have significantly increased take-up of a work placement system called “Contrat de professionnalisation” (professionalization contract) over a period of 12 months. During these 12 months, fully-paid employees attend university for approximately 250 hours of technical training (about 40 days over the whole year). This academic year, 19 young software engineers who graduated from our university in June 2009 after a 4-year programme in Computer Science or Information Technology, are benefiting from this system. As mentioned
above, 10 people chose the 29110 training; the other 9 chose to attend a UML-based analysis course. Thus, we have a population divided into 2 groups: a control group of 9 people and a study group of 10 people performing the 29110 training reported in previous sections. The UML-based analysis course and 29110 training were performed within a period of about 3 weeks between September 2009 and February 2010. Hence, we sought to measure the efficiency of the training system by comparing requirements competencies between both groups.

We defined three major objectives in requirements:

- To mobilize specification methods and tools in a real project
- To work under the control of a standardized baseline
- To produce a Software Requirement Specification (including traceability)

We decided to assess each objective on a self-assessment scale ranging from 0 to 5:
- 0 - ? : Do not know anything about the topic;
- 1 - Fog: has only a vague idea;
- 2 - Notion: has a general idea but is unable to achieve the objective;
- 3 - User: is able to achieve the objective with the help of an experienced colleague and has an initial experience of its achievement;
- 4 - Autonomous: is able to work autonomously;
- 5 - Expert: is able to act as an expert to modify, enrich or develop the knowledge area on which the objective focuses. We asked each of the 19 engineers to self-assess themselves three times: 1 – At job start: at the beginning of their (first) job, young engineers complete the first self-assessment; all participants did this in September 2009; 2 – At 6 months: after 6 months of employment, young engineers complete the second self-assessment; this was done in March 2010 for the whole group; 2 – At 9 months: in order to assess how software engineering practices are maturing, young engineers complete a third self-assessment in June 2010.

Table 2 presents average self-assessment scores for both groups.

Table 2. Base Practices average self-assessment scores.

<table>
<thead>
<tr>
<th>Objectives</th>
<th>Control Group</th>
<th>Study Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sep. 09</td>
<td>Mar. 10</td>
</tr>
<tr>
<td>SI.2.1 To mobilize specification methods and tools in a real project</td>
<td>1.56</td>
<td>2.11</td>
</tr>
<tr>
<td>SI.2.2 To work under the control of a standardized baseline</td>
<td>0.78</td>
<td>1.44</td>
</tr>
<tr>
<td>SI.2.3 To produce a Software Requirement Specification (including traceability)</td>
<td>2.23</td>
<td>2.67</td>
</tr>
</tbody>
</table>

No statistical comparison was performed. Requirements training took place for both groups. However, there is evidence that self-assessment scores are increasing more significantly for the study group than for the control group.

Table 3 presents score frequency distribution for both sets.

<table>
<thead>
<tr>
<th>Month</th>
<th>Control Group</th>
<th>Study Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Objectives</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 3 1 3 0 0</td>
<td>1.56</td>
</tr>
<tr>
<td>SI.2.2</td>
<td>3 5 1 0 0 0</td>
<td>0.78</td>
</tr>
<tr>
<td>SI.2.3</td>
<td>0 1 4 4 0 0</td>
<td>2.33</td>
</tr>
</tbody>
</table>

Empirical evaluation. The VSE engineer reported that he was now ready to apply the SI.2 SW Requirements Analysis on the Eco-Visio project. As the specifications were soon established by another VSE colleague, he only reviewed and rewrote some sections of the existing Requirements Specification, in order to establish compliance with the template provided in the DP - Software Requirement Analysis [14]. Once updated, the WP11 Requirement Specification [Validated] served as an input to the SI.5 SW Integration and Tests. The system has been deployed since April 2010 and load testing and application optimization should be soon complete. Defects have to be corrected through a short cycle of SI activities.

As an empirical measure of its satisfaction, the VSE asked for a similar approach for the SI.5 SW Integration and Tests. In particular, the VSE wants guidance and support in establishing a disciplined Change Request Process. A Self-Training Package is under construction, and we should start with the “Software Testing” DP [19] as a basis for the whole Training Package. Probably because Tests occur in many SE activities, this DP is organized so that it spans PM and SI tasks, raising a wealth of new questions.

5 Conclusion and future work

We reported on a system that was intended to help a VSE with requirements management. Two points are discussed (1) a Training Session based on 29110 materials; (2) Self-Training Packages intended to perform requirements definition and analysis through a step-by-step approach. We used self-assessment to establish a comparison between a control group of 9 people attending a UML-based analysis course and our 10-person study group performing our proposition. Self-assessment scores are increasing more significantly for the study group than for the reference set.

The concept of the Self-Training Package seems to extend to other processes such as design or testing. Further work is required to determine how far the scope of this concept and its main tool - task cards - can be extended.
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Abstract: Before a software project is implemented, there is a stage that has until now received little consideration in literature: the bidding stage, during which a rough concept of the software to be implemented has to be established in the form of a bid. Part of a bid is a cost estimate that should be as precise as possible. During the bidding stage, bidders are not being paid and compete with each other, which means they have to work under great pressure of time, success and cost. The costs caused by the common methods of requirements engineering are too high, so that these methods cannot be used at this stage yet. The following paper pictures an approach to facilitate the bidding stage of dialog-oriented applications and illustrates it by means of a tool.
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1. Introduction

In the common process models of software engineering, after signing of the contract, projects generally begin with a detailed stage of requirements engineering and then pass on to conception and realization [3], [12]. During these stages, methods of requirements engineering are available by means of which the requirements regarding the software to be implemented can be specified in collaboration with the principal [9].

However, the initial requirements analysis and the documentation thereof actually do not take place only after signing of the contract but already before the start of the software project within the framework of bid preparation. It is primarily used to enhance the comprehension of the project and provides a basis for the bid and/or the contract to be concluded with a prospective customer.

During the bidding stage, detailed requirements analyses are not yet possible because the analysis is not being paid for and the bidders are competing with other suppliers. If a bidder is not awarded the contract for the software project, the incurred expenses are not covered. The possible amount of this investment depends on the bidder’s estimation regarding the acceptance of his bid and is hard to determine. IT budgets are running short and require an efficient approach when preparing a bid. The present paper addresses this problem and presents a way how to facilitate the bidding
stage in the dialog-oriented application area, especially in web-projects, like portals, company web pages or internet based applications.

2. Preparation of software projects

The process of initiating a business relationship for a specific project is supposed to be described as the preparation of software projects. This process is commonly called sales phase. From the point of view of the principal, the objective of this process is to assign a software project to the best implementation partner. Usually, this process is characterized by one buyer and several bidders applying for the job. Each of the potential agents wants to get the project and be awarded the contract; they are competing with each other.

The preparation process involves risks and uncertainties both for the principal and the agent. [12]. There is an asymmetry of information between the two parties. The potential agent doesn’t know the requirements and the budget, the principal only has a limited notice of the agent’s actual reputation in the project field. Therefore, both partners try to exchange the information required for decision-making. For the agent, this means that he has to prepare a bid and demonstrate his capacity.

2.1 Central problems when preparing a bid

A bid contains the scope and conditions of a software project and thus defines the legal framework for its implementation. The following paragraphs are supposed to outline the central problems during bid preparation.

Pressure of time and cost during bid preparation

When preparing a bid, companies find themselves in a difficult situation. On the one hand, the bids provide a basis for a successful project implementation and therefore must be as precise, complete and correct as possible. On the other hand, these very characteristics require great effort. The possible effort that can be invested for the participation in an awarding to be worthwhile depends on the scope of the order and on the chance to be awarded the contract. The chance to be actually awarded the contract for a project on the other hand depends on different factors, such as competence, creativity etc. [2]. An essential point, however, is the number of participating bidders. If there are 10 bidders, a success rate of approximately 10 % can be assumed, because your bid has to be better than 9 others.

This causes a great pressure during the preparation of the bid. Often the bids cannot be prepared as carefully as is necessary but are rough estimates with high risks. Small and medium-sized companies are at a disadvantage in comparison to large-scale enterprises because the bids are mostly being prepared by the company management itself and the margins of the projects are lower [7]. So the time and money they are able to spend in a bid is very limited.
Professionalization in the competitive environment

If you want to have success in selling a project, the customer not only has to understand what you want to build and how you want to do it, he has to feel confident that you are the right partner. To transport this, a visualization of what you want to do is helpful and often necessary, especially in the area of web applications, where the layout and the look and feel have great influence on the decision makers.

Therefore, in practice, the presentation view is an important basis for the dialog with the customer [5]. This is due to the fact that the decision makers are often not able or not willing to understand abstract models or descriptions.

In many cases, the visualization is also the only element of a project that the decision makers can discuss because the technical details of an application are so complex that only IT professionals can understand and assess them. This phenomenon is known as IKIWISI and deals with the problem that the software users do not understand the requirements until they see them [1].

Because of this, drafts, screenshots and HTML prototypes are standard in the context of bid preparation of internet based projects today and have to be created to keep the chance.

Lacking IT affinity of the decision makers

Information technology has an increasing influence on business processes and the business success of companies. Therefore, IT-related decisions must be taken by those who are involved in these business processes. Consequently, the specialist departments of the companies have an increasing influence on IT-related decisions. This is mainly due to the fact that information and communication technologies are nowadays more closely connected to the business processes of the companies and are thus of an increasing importance for smooth business processes [4].

Bidding document problems

A bid is supposed to finally convince the customer. The second place in a bid invitation or a competitive presentation is just as dissatisfying as the last place. So the bidding documents have to convince the customer of the bidder’s competence and of the idea that he is the right partner for the respective project. This can only be reached with professional and elaborate bids, the implementation of which, however, causes great effort.

2.2 Requirements regarding a method to facilitate bid preparation

The methods of requirements engineering are applicable for the preparation of software projects in the context of the bidding stage only to a limited extent. Many common methods are too complex and their results are too abstract and thus not suitable to convince decision makers.

This problem has already been recognized in practice. So an important factor today is the visualization of applications. Particularly when it comes to the implementation of web-based projects, the design is at least just as important as the
functional description of the application. Customers wish to see a presentation of the web pages to be created already at the stage of bid preparation. These so-called “mock-ups” provide a limited preview of the application to be created, are used in order to explain functions and to design the application to be created and thus build trust in the implementation capabilities of the bidder.

The creation of the mock-ups is often not a very efficient process in practice. The mock-ups are designed in image processing applications, extended and/or explained in presentation programs, completed by the required specifications in a word processing program and calculated as a bid in a spreadsheet program.

Therefore, a new approach to the requirements analysis and documentation is needed. The question is how to set up mock-ups in order to obtain more than visualization. A possible solution is the semantic enrichment of the mock-ups in order to use them both for visualization and bidding or specifications preparation.

3. The idea of Modelling by Example

The so-called „by example“ approaches derive from the database context and were introduced as “Query by Example (QbE)” [13], [8]. The QbE approach is an alternative to the Structured Query Language (SQL) and is used in a modified form in many applications. Databases such as Microsoft Access or Corel Paradox for example facilitate the switching between a QbE view and an equivalent SQL view of queries. The QbE technique enables even non-professionals who are unfamiliar with database languages to carry out complex evaluations or changes in relational databases.

Modelling by Example (MbE) is supposed to transfer this idea to the modeling of web sites and web applications. Instead of asking the user to learn new methods or display formats, the result, i.e. the view of the user interface, is used as the starting point for the conception of the application [6]. Since additional information can be included, the model can later be refined and completed by experienced professionals.

3.1 Objective of Modelling by Example

The objective of MbE is to support the staff members entrusted with the preparation of the bid during the stage of preparation of dialog-oriented software projects. During this stage, the requirements regarding the software to be implemented have to be collected precisely, so that a competitive, convincing bid can be created.

The principal provides information and must therefore be involved in the requirements engineering. But he often faces restrictive timely limits, because he has to deal with several bidders that need information in equal measure. Thus, the basis for the requirements engineering is provided by a more or less precise specification sheet, a briefing document or just the notes taken during a meeting. So, despite this lack of information and the great pressure of time, a convincing description of the project to be implemented must be created for the principal.

Decisions regarding the awarding of projects are mostly taken in committees, the so-called buying centers. The participants of the buying centers have different points of view regarding the project, for example costs, look and feel or technical implementation. In order to be able to convince as many members of the buying
center as possible, the bid is often extended by means of additional documents, e.g. a technical specification or a graphic concept.

This means that one document is not sufficient because it cannot contain all points of view in equal measure. The basis for the signing of the contract is the bidding document containing the way the agent intends to implement the project as well as the price for this implementation. The bid is usually presented to the customer, so another document in the form of a presentation is needed.

Today, all these documents are manually created in graphical software, word processing programs, spreadsheet programs and presentation programs, causing great effort. This is where the MbE idea comes in, because it is supposed to facilitate significant potential savings by means of efficient mock-ups.

3.2 Realization of Modelling by Example

MbE is being used to be able to efficiently create and semantically enrich mock-ups so that they can be used for different purposes. The creation of the mock-ups is supposed to include regular consultation with the customer if possible in order to get a direct feedback regarding the implementation and avoid elaborate minutes and complex descriptions [1].

The design of the mock-ups corresponds to the widely-used template concept of web applications. It is based on a uniform layout, the so-called template or master which describes the page structure and the graphic design the contents and applications are going to be integrated into. A template contains the navigation structure of the website and defines the look and feel that is going to be found on all subpages.

The contents of a web site consist of text and multimedia-based elements such as images or animated graphics which are structured by means of formatting. In the prototype version, placeholders for the picture elements and captions for the structuring of the pages and the exemplary representation are used [11].

Apart from textual and other contents, web sites consist of interactive modules, e.g. dialogs. Standard elements of interactive applications are dynamic tables, input fields, buttons, list boxes, radio buttons etc. One example for this is a contact form. It contains input fields, a button to transfer data and possibly a CAPTCHA element in order to avoid SPAM. Additionally, rules for syntax checking of the input fields and reactions to faulty entries can be defined. A contact form can be found on almost any website and is thus a good example for a re-usable module.

Re-usable modules are a key component in the MbE approach. In order to be able to define a mock-up as quickly as possible, a set of templates for modules is important, so that components such as a picture gallery, a site map or interactive location plans can be easily integrated into the prototype. The MbE tool contains a collection of modules with frequently used components that can be individually extended.

The modules are designed in a way that allows for them to be integrated into the templates, so that they adjust themselves to the look and feel of the website. The more re-usable components a project contains, the faster a mock-up can be created. However, the re-usable modules are not limited to specific applications but also
contain prepared input masks with a certain number of fields or multistage wizards which can easily be adjusted in dialog with the customer.

![Mock-Ups Diagram](image)

**Figure 1:** Modules and templates.

An essential factor during the creation of mock-ups is the precision of the graphic implementation. This is something that the tool attaches great importance to, because the output is supposed to comply exactly with the graphic designers’ specifications, so that criticism on avoidable display errors can be prevented from the start. Another important point is the separation of conceptual and graphic design. In the MbE approach, the look and feel of the website is defined by means of the templates that can be stored for each page or module. Thus, the integration of modules and their technical description can be separated from the design, so that unneeded loops and further inquiries during the bidding process can be avoided. The modeled mock-ups are automatically clickable, so that customers can use them in an interactive way. Furthermore, they can be transformed into presentations or videos the customer can watch in order to better understand his web application.

### 3.3 Results of Modelling by Example

In order to be able to create a bid from the mock-up, for one thing, the technical description of the modules, pages and templates and for another thing, the calculation of the costs for the implementation is needed. Another aspect is the time scheduling for the realization of the project.

In order to store these characteristics, specifications can be assigned to each element of a mock-up. Specifications are functional or technical descriptions for the bid and the subsequent implementation as they are common in specification sheets.
The specifications are assigned in the form of texts and are meant to explain the functions of the mock-ups. Also in this case, the objective is to be able to write a bid as quickly as possible and fall back on predefined specifications. Thus, the technical description of a picture gallery has to be defined in the template only once and can then be reused in all the bids.

The calculation is based on a pattern similar to that of the technical description. In the calculation of software projects, different types of costs have to be considered, e.g. the license fees for a database, the required man-days for implementing an application or testing a component [10]. These types of costs and their respective cost rates are set in the tool and then used for the calculation of the modules. The schema which is implemented here connects the types of costs with a time dimension and a cost rate.

For the calculation within the scope of the mock-ups or modules, the predefined cost rates are furnished with values. If for example for the integration of a picture gallery into the project, the purchasing of a license is required and 3 man-days are needed for the graphic and technical adjustment, these costs will be stored in the module and calculated with the rates defined in the project. The cost estimate within the scope of the predefined modules is thus at first carried out on an abstract level which is then furnished with the defined cost rates in the respective project and calculated. The modeler always has an updated status of the costs of his software project and can individually adjust them in the mock-up. This is supposed to significantly increase the transparency and precision of the cost estimate.

The specific output of the modeling is a configurable report which provides the basis for the bid to be created. This report combines the pages of the mock-up with the stored technical descriptions and the calculations to form a bidding framework which can then be revised in Word or Open Office. Further reports are imaginable, for example in the form of performance or requirements specifications which also integrate the stored technical specifications of the mock-up and the modules.

4. The Modelling by Example tool

The MbE tool is implemented as a platform independent Java application and demonstrates the applicability of the concept in practice.

The MbE tool can be characterized as a combination of graphic program and requirements engineering tool. In the central area, the user interfaces are designed. For this purpose, mask elements such as text boxes and buttons or forms such as rectangles, lines and polygons are available; bitmaps can be imported or placed by copy and paste. The site structure is designed as a tree. A mock-up contains different modules which in turn are composed of several pages. All the pages can be linked to each other and it is possible to display functions.

The specifications are defined via the properties of the objects. This is where the functional and technical descriptions as well as the estimated costs for the implementation are stored in a structured way.

When generating reports, such as bids or functional descriptions, the tool combines the mock-up screens with their descriptions and calculations and groups them by the defined modules. The generated report is an RTF document which can be seen as basis for the bid or the functional description. It can be completed or revised in text processing software.
Figure 2: The MbE modeling tool.

The reusable modules are combined to a collection. All elements of the collection can directly taken over into the current project using a drag-and-drop mechanism. The tool implements a multistage template concept in which an arbitrary number of templates can be nested, so that even complex layer structures can be realized.

5. Summary and prospects

The MbE approach focuses on the preparation of dialog-oriented software projects, especially in the web context. In this context, a professional bid is to be created which has to be furnished with accompanying documents and presentations. The MbE approach consistently follows the requirements found in the field and focuses on the creation of a mock-up for the preparation of a bid because visualization of an application is often the only way to be able to discuss IT systems with an expert representative. In the process, the idea of single source publishing is taken up in order to be able to use the created mock-ups for the bid preparation, the presentation or the interactive use by the customer.

The MbE tool is an auxiliary means for the early requirements analysis and bid preparation and is primarily used to increase efficiency in the bidding process. It is meant to help create cost estimates as quickly as possible which can then be verified by means of other methods of cost estimation [10].

The limitations of the approach are beyond the domain of dialog-oriented systems e.g. in the area of algorithmic applications or embedded systems. The focus is on websites and web applications that ideally contain standardized modules. The more of
these standardized modules a project contains and the more of these modules can be
reused, the feaster we are able to build mock-ups, their related reports and
calculations. But approaches have to be found in other areas in order to design the
preparation of the projects more efficiently.

An evaluation of the method and the tool is intended to be carried out in
collaboration with practice partners.
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