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<tr>
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<tr>
<td>MAT</td>
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</tr>
<tr>
<td>NAD+</td>
<td>nicotine adenine dinucleotide</td>
</tr>
<tr>
<td>OD</td>
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</tr>
<tr>
<td>ORF</td>
<td>open reading frame</td>
</tr>
<tr>
<td>PCR</td>
<td>polymerase chain reaction</td>
</tr>
<tr>
<td>rpm</td>
<td>rounds per minute</td>
</tr>
</tbody>
</table>
RT room temperature
SAS something about silencing
SDS sodium dodecyl sulfate
Sir silent information regulator
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Yeast genes are named according to the *Saccharomyces* genome database (SGD) gene nomenclature conventions: http://www.yeastgenome.org/help/yeastGeneNomenclature.shtml.

For amino acids, the one letter code was used, for instance: K, Lysine; R, Arginine; Q, Glutamine
1 Introduction

1.1 DNA packaging in eukaryotes

The DNA of eukaryotes is divided into several linear molecules, termed chromosomes. The human genome encompasses $3.2 \times 10^9$ base pairs that would be a molecule of 1.8 meters in every single cell. Although the genome sizes between various eukaryotes differ, the basic principle of DNA organization is the same among all eukaryotes. In particular, the size of this molecule has to be adapted to the nuclear dimensions. To this end, eukaryotic DNA is packed into a nucleoprotein structure called chromatin. Furthermore, chromatin not only facilitates compaction, but also regulates the expression of genetic information.

The term chromatin describes a complex of DNA and proteins. The major proteins within chromatin are the histones. They are small, lysine and arginine rich, and thus very basic proteins. Their amino acids sequences are very conserved among various eukaryotes and only show few amino acid changes. This indicates that the function of these small molecules is very reliable during evolution, including chemical modifications of the histones that in addition to transcription factors regulate processes in DNA metabolism. The smallest subunit of chromatin is a nucleosome, consisting of 147 bp of DNA wrapped around a histone octamer consisting of two molecules of each histone type, H2A, H2B, H3 and H4 (Kornberg 1974; Luger et al. 1997). This structure is repeated approximately every $200 \pm 40$ bp, thereby creating a “beads-on-a-string”-like shape with a filament diameter of 10 nm (Figure 1). With the aid of other proteins like the linker histone H1 in mammals (Contreras et al. 2003), this structure can further be condensed to a fibre with 30 nm in diameter. To date, different arrays of nucleosomes within this fibre are discussed that give rise to a 30 nm filament. Nearly 30 years ago, a solenoid model was suggested, where six nucleosomes are oriented in one radial turn (Figure 1 bottom left, (McGhee et al. 1980)). Given that in this structure the helix is continued after one turn in the next turn of six nucleosomes, this structure also is defined as one-start fibre. Conversely, the crystal structure of a tetrannucleosome without the linker histone H1 prompted to authors to discuss a two-start fibre (Schalch et al. 2005). In this model, the DNA zigzags back and forth and creates in complex with a second independent chromatin fibre one 30 nm filament (Schalch et al. 2005). Due to the requirement of a second fibre, this model is defined as two-start fibre. However, the structure of the 30 nm chromatin fibre remains an unsolved question.
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Figure 1 DNA in eukaryotic cells is packaged into nucleosomes. The illustration (Qiu 2006) indicates the organization of eukaryotic DNA from the DNA double helix (top) up to a condensed metaphase chromosome (bottom right). The left panel indicates the structure of the “beads-on-a-string”-like 10 nm fibre, compared to the classical 30 nm fibre (McGhee et al. 1980). The crystal structure of a *Xenopus* nucleosome (Luger et al. 1997) is shown on the right. The DNA is shown in grey, the histones as follows: H2A in yellow, H2B in red, H3 in blue and H4 in green. The crystal structure was visualized with Pymol.

As mentioned above, the incorporation of DNA in a DNA-protein complex bears additional features to regulate processes like transcription, replication timing, response to DNA damage or functional distinction between chromatin domains. One important aspect of information beyond the DNA is the modification state of histones. Types of histone modifications, their functional consequences and catalysing enzymes are introduced within the next paragraphs.

1.2 Organization of chromatin

Chromatin of eukaryotic cells is organized in euchromatin and heterochromatin. Euchromatin is the open, less condensed form of chromatin that enables other factors to bind, and for instance, to initiate transcription. Heterochromatin is the condensed, transcriptionally silent form of chromatin that is characterized through the presence of silencing factors, the absence of activating marks, and therefore silenced chromatin is generally repressive (see 1.8,
reviewed in (Grewal and Moazed 2003)). Heterochromatin is often formed at repetitive elements, presumably to protect these regions from homologous recombination. Furthermore, heterochromatin is often accompanied by a highly organized nucleosomal array that leads to reduced accessibility for nucleases or DNA altering mechanisms (Wallrath and Elgin 1995). Due to the restricted access to heterochromatic DNA, these regions are generally late replicating during S-phase (Ferguson et al. 1991). A further phenomenon is the localization of heterochromatic regions to the nuclear periphery (Andrulis et al. 1998; Oki and Kamakaka 2002). However, to date it is not clear whether this localization is a cause or consequence of the heterochromatic state (also see 1.8.2).

In *S. cerevisiae*, heterochromatin forms at three independent loci (1.8). In higher organisms, heterochromatin also can form along entire chromosomes, like it is the case for mammalian female X-inactivation (Avner and Heard 2001). This mechanism is used to compensate different transcription dosage from one X-chromosome in males, compared to the otherwise twofold expression in females.

Formation of heterochromatin is generally independent of genes within the heterochromatic area. Indeed, a particular genomic region can change its expressional status through insertion into a region subjected to heterochromatin formation. This phenomenon is called position effect variegation (PEV) and was originally discovered in *Drosophila*, nearly 80 years ago (Muller 1930). In these experiments, the Drosophila gene for white eye colour (w⁺) was translocated from its natural euchromatic location into a heterochromatic context, leading to repression of w⁺ and a mosaic eye colour pattern.

Although heterochromatin formation is facilitated by large protein complexes like the SIR complex (see 1.8.4), one initial step in silencing is the establishment of histone modifications.

### 1.3 Histone modifications

Histones contain many lysine and arginine residues. Common to these two amino acids is not only the basic character, but they also can be chemically modified. Several amino acids in the histones have been found to be a target of posttranslational modification. For instance, lysine (K) residues can be acetylated, methylated or ubiquitinated, arginines can be methylated, and serines or threonines can be phosphorylated (Figure 2). A recent study further revealed that histones can be sumoylated, with the consequence of transcriptional repression (Nathan et al. 2006). One general model for consequences of these posttranslational modifications is that for
instance the acetylation at a lysine residue neutralizes the positive charge and therefore weakens the interaction with the negatively charged DNA. This in consequence led to the assumption that histone acetylation is a mark for weaker histone-DNA contacts, and thus characterizes euchromatin, whereas the stronger histone-DNA contact upon deacetylation is seen as a repressive, typical heterochromatic mark. Indeed, hypoacetylation is a mark for heterochromatic regions (1.8, (Braunstein et al. 1996)). Generally, the strength of histone-DNA contact can be seen as a determinant for the overall chromatin structure, in that the stronger the contact is, the more the chromatin is condensed.

**Figure 2** Posttranslational modifications within the histone tails. Representation of the human histone H3 and H4 N-terminal tails and possible modifications within them. The picture is adapted from (Lachner et al. 2003).

In addition to the direct influence of histone-DNA interaction via acetylation, posttranslational modifications further were shown to create or alter binding sites for proteins that influence the chromatin structure. Due to the diversity of modifications, this “histone code” hypothesis heavily increases the amount of information beyond DNA sequence (Jenuwein and Allis 2001). Such a “code” might recruit several different factors. The most prominent example is the deacetylated state of H4 K16, established by the Sir2 histone deacetylase (HDAC), which creates high affinity binding site for Sir3 and Sir4 to bind to the deacetylated histone tail (Hecht et al. 1995). Conversely, acetylated H4 K16 can be bound by the bromodomain protein Bdf1, leading to protection against deacetylation through the SIR complex (1.9, (Ladurner et al. 2003)). In agreement with this crucial role of H4 K16 in determining the chromatin state, mutations of H4 K16 lead to derepression of heterochromatin, irrespective of the introduced amino acid (3.1.7, (Meijsing and Ehrenhofer-Murray 2001)).

Several proteins have been defined to bind different “histone codes”. In higher eukaryotes, methylation of H3 K9 acts as recruiting factor for the heterochromatic protein 1 (HP1) (Eissenberg et al. 1990; Lachner et al. 2001). Binding of HP1 to methylated H3 K9 is
facilitated through a chromodomain (Lachner et al. 2001). Similarly, a domain that binds to acetyl-lysines is called bromodomain (reviewed in (Jenuwein and Allis 2001)). Several chromatin remodelling complexes, the SAGA complex with the HAT Gcn5 (Jeanmougin et al. 1997; Ornaghi et al. 1999) and the transcription factor TFIID (Jacobson et al. 2000) were shown to contain bromodomain subunits that bind acetyl-lysines. Therefore the general assumption of a correlation between histone acetylation and transcription might be based on the activity of bromodomain proteins.

An additional recruiting factor for chromatin modifying activities is DNA methylation that also is involved in the inheritance of epigenetic states. Generally, DNA methylation is linked to repression (Bird 2002). One of the first discoveries reported that the onset of DNA methylation in plants is controlled by histone H3 K9 methylation (Tamaru and Selker 2001). Conversely, studies reported that mammalian H3 K9 methylation is facilitated through recruitment of the histone methyltransferase by the methyl-CpG-binding protein MeCP2, which additionally interacts with an HDAC complex to induce silencing (Fuks et al. 2003). Thus, DNA methylation creates an additional epigenetic mark, and several diseases, for instance Prader-Willi-syndrome, are caused by abnormalities in the DNA methylation imprint (Driscoll et al. 1992).

Another phenomenon that is linked to silencing in the fission yeast Schizosaccharomyces pombe is the involvement of the RNAi machinery in the initiation of heterochromatin formation. Disruption of RNAi components like the argonaute homolog ago1Δ leads to a significant loss of silencing (Hall et al. 2002; Volpe et al. 2002). Another example for RNA facilitated repression is the involvement of a non-coding RNA (ncRNA) in mammalian rDNA silencing. In this case, the small ncRNA is complementary to an rDNA promoter sequence and thus facilitates binding of the repressive nucleolar remodelling complex NoRC (Mayer et al. 2006). Furthermore, whole chromosomes can be inactivated through mechanisms depending on RNA molecules, like X-inactivation in mammals through Xist RNA (Avner and Heard 2001).

Up to now, heterochromatic processes coupled to DNA methylation or RNAi are just starting to be uncovered. However, due to the lack of DNA methylation and RNAi mechanisms, these processes cannot be studied in the small model eukaryote Saccharomyces cerevisiae.
1.4 Histone acetyltransferases (HATs)

As mentioned above, histones are target to posttranslational modifications. Perhaps best studied among these modifications is histone acetylation. Acetylation refers to the transfer of an acetyl moiety from acetyl-coenzyme A (acetyl-CoA) to the ε-amino group of the lysine residue. Through this esterification, the positive charge of the ε-amino group is neutralized, which has several functional consequences (see above).

In general, HATs are classified in five families based on the homology between them (Roth et al. 2001). This classification distinguishes between (I) the GNAT (Gcn5-related), (II) the MYST, (III) the p300, (IV) the general transcription factor related HATs and (V) the nuclear receptor related family of HATs (Roth et al. 2001). Among them, the most prominent families are the GNAT and the MYST family.

The GNAT family encompasses Gcn5 and homologs from higher eukaryotes like PCAF, a general transcriptional activator, and Elp3, which is part of the elongator complex (Wittschieben et al. 1999), but also the cytoplasmatic HAT-B Hat1 that acetylates free histones prior to incorporation into chromatin (Ruiz-Garcia et al. 1998). As the name implies, these HATs all show structural similarity to yeast Gcn5.

The MYST family of HATs was named for the human and yeast homologs MOZ, Ybf2/Sas3, Sas2 and Tip60. This family includes Sas2, Sas3 and Esa1, as well as the human and Drosophila homologs Tip60, MOF and HBO1. Sas3, a component of the NuA3 complex, preferentially acetylates histone H3 (John et al. 2000), whereas Esa1, a component of the NuA4 complex, primarily acetylates histone H4 (Smith et al. 1998a; Clarke et al. 1999). Common to these HATs is a MYST domain, consisting of an acetyl-CoA binding motif and a C2HC zinc finger, both of which are important for the function of these HATs (Meijsing and Ehrenhofer-Murray 2001).

Most of the HATs work in large multiprotein complexes, like Gcn5 in the SAGA complex, Esa1 in NuA4, Sas3 in NuA3 and Sas2 in the SAS-I complex (reviewed in (Carrozza et al. 2003)). This multiprotein composition facilitates several functions of these complexes like recruitment to promoters to acetylate and open the chromatin and therefore to prepare the chromatin for transcription initiation (Carrozza et al. 2003). Esa1, the only essential HAT in yeast (Smith et al. 1998a; Clarke et al. 1999), was further implicated to be required for DNA double strand break repair (Bird et al. 2002).

While histone acetylation covalently adds the acetyl group to lysines, this state can be reversed by histone deacetylases (HDACs, see 1.6).
1.5 The HAT complex SAS-I

When the SAS-I complex and its catalytic subunit, the HAT Sas2 were discovered, the authors linked the proteins phenomenologically to gene silencing and called them something about silencing (SAS) (Reifsnyder et al. 1996; Ehrenhofer-Murray et al. 1997). In particular, the SAS-I complex bears histone acetyltransferase activity through its catalytically active subunit Sas2. Sas2 belongs to the MYST family of HATs, including the MYST domain (Meijsing and Ehrenhofer-Murray 2001). Sas2 works in the SAS-I complex, together with Sas4 and Sas5, that additionally are required for the acetylation function of the SAS-I complex (Sutton et al. 2003). Although Sas2 in vitro acetylates histone H4 K16 and H3 K14, Sas2 shows weak activity in acetylating free histones, and the HAT activity required the other complex components, Sas4 and Sas5 (Sutton et al. 2003).

The absence of Sas2 is not lethal to yeast cells, but causes specific defects in HM, telomeric and rDNA silencing (Reifsnyder et al. 1996; Ehrenhofer-Murray et al. 1997). On the other hand, disruption of Sas2 suppresses the silencing defects of a nonfunctional silencer element (Ehrenhofer-Murray et al. 1997). This indicates that the acetylation through Sas2 is able to antagonize heterochromatin spreading.

SAS-I has been implicated in several aspects of chromatin. For instance, SAS-I works together with chromatin assembly factors to re-establish H4 K16 acetylation on newly synthesized histones after replication (1.10, (Meijsing and Ehrenhofer-Murray 2001; Osada et al. 2001)) because SAS-I directly interacts with CAF-I and Asf1. Therefore, SAS-I works globally, but also can act at heterochromatin boundaries. At the junctions between euchromatin and heterochromatin, SAS-I establishes a boundary against heterochromatin spreading by reversing the deacetylated state that is generated by deacetylation via Sir2 (1.9, (Kimura et al. 2002; Suka et al. 2002). Thus, SAS-I is needed to restrict telomeric heterochromatin (Kimura et al. 2002; Suka et al. 2002), as well as heterochromatin at the HM loci (Ehrenhofer-Murray et al. 1997). Furthermore, SAS-I dependent H4 K16 acetylation was shown to be a prerequisite for the incorporation of the histone variant H2A.Z at subtelomeric boundaries (1.9, (Shia et al. 2006)). The function of Sas2 to establish boundaries against heterochromatin invasion is also conserved in other organisms, in that the Drosophila homolog Chameau was found to be a suppressor of position effect variegation (Grienenberger et al. 2002).
1.6 Histone deacetylases (HDACs)

The enzymes that reverse the acetylated state of a lysine are called histone deacetylases (HDACs). Deacetylation restores the positive charge of the ε-amino group with the functional consequence of stronger histone-DNA contacts (see above).

HDACs are classified in three classes (reviewed in (Ekwall 2005)). The class (I) HDACs contain Rpd3, Hos1 and Hos2, and the class (II) HDACs contain Hda1 and Hos3. Funding member of the class (III) HDACs, also called Sirtuins, is Sir2 and its homologs (Hst1, Hst2, Hst3 and Hst4 – homolog of Sir two). Another possibility to classify HDACs is the need for NAD\(^+\) as a cofactor, in that class (I) and (II) are NAD\(^+\)-independent, whereas the sirtuins are NAD\(^+\)-dependent HDACs (Imai et al. 2000). A prominent member of the class (III), NAD\(^+\)-dependent HDACs is Sir2. For instance, Sir2 is required for all forms of silencing in yeast (see1.8.4), and is further discussed in lifespan extension as well as in the establishment of cancer (reviewed in (Blander and Guarente 2004)). The mechanism of its deacetylation reaction may be relevant for silencing. During the NAD\(^+\)-dependent deacetylation reaction, the acetyl group is transferred from the acetylated lysine to NAD\(^+\) that thereby is hydrolysed to nicotinamide and the ADP-Ribose derivative 2'-O-Acetyl-ADP-ribose (OAADPR) (Figure 3). Within the cells, this reaction product is quickly isomerised to 3'-OAADPR and builds a mixture of both isoforms (Gasser and Cockell 2001). The potential functional relevance of this derivative is described in (1.8.4). The mechanism of NAD\(^+\)-dependent deacetylation requires binding of this cofactor to a particular binding pocket within Sir2. Indeed, mutations within this binding pocket (N345A) abrogated the deacetylation function of Sir2 (Imai et al. 2000).

In contrast to the sirtuins, the class (I) and (II) HDACs are NAD\(^+\)-independent. Thus, during deacetylation through HDACs of these classes, no cofactor is needed, and no metabolite is generated. The different enzymatic mechanisms also bear other differences, for instance concerning the mechanisms of inhibition. Most notably, Rpd3 shows high sensitivity to the HDAC inhibitor trichostatin A (TSA), whereas the sirtuins are insensitive to TSA (Yoshida et al. 1990; Bernstein et al. 2000).

Genome-wide analysis of HDAC functions has suggested a “division of labour” among different HDACs (Ekwall 2005). For instance, Rpd3 controls the acetylation of meiotic genes or genes involved in carbohydrate biosynthesis, whereas Hda1 preferentially deacetylates in the HAST regions, contiguous chromatin domains adjacent to the subtelomeres (Robyr et al. 2002). Furthermore, Hos1, Hos2 and Hos3 were described to deacetylate rDNA genes (Robyr
et al. 2002). Not only genomic regions are target to different deacetylases, but particular HDACs might also be specific for a special set of residues. Whereas Rpd3 at gene promoters can deacetylate all H4, H3, H2B or H2A sites (Suka et al. 2001), Hda1 mostly deacetylates H3 and H2B (Wu et al. 2001). Furthermore, Sir2 also deacetylates several residues in vivo (Suka et al. 2001), whereas its homologs like Hst3 and Hst4 are specific to H3 K56 (Maas et al. 2006). Therefore, beyond the prominent Sir2, Rpd3 is another HDAC that acts very broadly within the cells.

![Figure 3](image-url)

**Figure 3** The NAD$^+$-dependent acetyl-lysine deacetylation reaction.
Reaction scheme of NAD$^+$-dependent deacetylation. The acetyl group is transferred to the second ribose moiety of NAD$^+$, thereby hydrolysing NAD$^+$ to 2' or 3'-O-Acetyl-ADP-Ribose (OAADPR) and nicotinamide. The picture originates from (Yang and Sauve 2006).

1.7 The histone deacetylase (HDAC) Rpd3

Rpd3 belongs to the class (I) HDACs. Homologs among all eukaryotic species, like human HDAC1, are well conserved (reviewed in (Ekwall 2005)). Originally, Rpd3 was discovered as
a suppressor of mutations in the potassium transporter gene \textit{trk1}, and therefore was termed reduced potassium dependency (Rpd3) (Vidal et al. 1990).

Rpd3 has several functions in the cells, ranging from genome wide control of gene expression to the control of replication initiation timing (Vogelauer et al. 2002; Aparicio et al. 2004). In line with the global function of Rpd3, the overall level of histone H4 K5 and K12 acetylation is increased in \textit{rpd3}\textDelta cells (Vogelauer et al. 2000). Additionally, late replicating origins initiate replication significantly earlier in \textit{rpd3}\textDelta cells, implicating Rpd3 as a factor that is required for the control of replication timing (Vogelauer et al. 2002; Aparicio et al. 2004). Rpd3 has further functions in gene repression. Rpd3 can be targeted to promoters of specific genes via the corepressor Ume6 (Rundlett et al. 1998), and deacetylates all lysine residues on all histones (Rundlett et al. 1998; Suka et al. 2001).

Rpd3 works together with Sin3 (Kadosh and Struhl 1997), and is present in two functionally and structurally distinct complexes, Rpd3 (L) and Rpd3 (S) (Carrozza et al. 2005; Keogh et al. 2005). The Rpd3 (L) complex can be targeted to promoters of specific genes and provides promoter deacetylation (Rundlett et al. 1998). Furthermore, the Rpd3 (L) complex has a global role in controlling genome wide acetylation, whereas Rpd3 (S) is specifically recruited to ORFs to deacetylate within the body of genes to prevent intragenic transcription starting from cryptic promoters (Carrozza et al. 2005; Keogh et al. 2005). In this case, Rpd3 (S) is recruited to ORF through Set2-mediated H3 K36 methylation, a modification specifically bound by the chromodomain subunit of Rpd3 (S), Eaf3 (Li et al. 2007).

In contrast to the general description of a correlation between HDACs and gene repression, Rpd3 and another class (I) HDAC, Hos2, were found to have an additional role in gene activation (Wang et al. 2002; De Nadal et al. 2004). In this case, targeting of Rpd3 to osmo-sensitive genes upon stress was necessary to activate the transcription of these genes (De Nadal et al. 2004), though the mechanism for this activation remains unclear.

Another observation, more than ten years ago, was that the absence of Rpd3 enhanced position effect variegation in \textit{Drosophila} (De Rubertis et al. 1996), and also in yeast, subtelomeric reporters become more silenced in \textit{rpd3}\textDelta cells (Sun and Hampsey 1999). This was counterintuitive, because histone deacetylation is generally thought to be beneficial for silencing. One would then assume that \textit{rpd3}\textDelta decreases silencing. With the description of Rpd3 as boundary element against heterochromatin spreading in this study, we now can shed further light on this observation.
1.8 Heterochromatin in *S. cerevisiae*

Heterochromatin was originally defined cytologically as regions of the genome that remain condensed throughout the cell cycle (Schultz 1936). Heterochromatin in *S. cerevisiae* shares its main characteristics with other eukaryotes, like inaccessibility of DNA for transcription factors and hypoacetylation of histones (Loo and Rine 1995; Braunstein et al. 1996; Lustig 1998). Thus, heterochromatin forms a condensed structure that inhibits transcription independently of genes and their promoters within the heterochromatic region.

Three classes of gene silencing are known in *S. cerevisiae*: (I) repression of the silent mating type loci *HML* and *HMR*, (II) telomeric repression and (III) rDNA silencing (reviewed in (Stone and Pillus 1998)). One important structural component of heterochromatin is the SIR (Silent Information Regulator) complex. The SIR complex consists of the Sir2, Sir3 and Sir4 subunits, and at the HM loci SIR additionally contains Sir1. Sir2 is an HDAC that deacetylates the histones H3 and H4, thereby creating binding sites for Sir3 and Sir4 to bind to the deacetylated histones (reviewed in (Rusche et al. 2003)). Since only the Sir2 HDAC is common to all three silenced regions, the mechanisms of silencing differentiate the regions and are described in the following paragraph.

1.8.1 Silencing at the *HM* loci

Haploid *S. cerevisiae* cells show one of two possible mating types, a or α. The mating type of a yeast cell is determined by the mating type locus, *MAT*. The *MAT* locus encodes for proteins that regulate expression of mating specific genes (Matα1/α2 in *MAT*α cells, MAT α1/α2 in *MAT*α cells) (Herskowitz I. 1977). In addition to *MAT*, the two *HM* loci contain a second copy of mating type genes. The *MAT* locus and both *HM* loci are located on chromosome III, with *HML* (homothallic mating left) on the left arm and *HMR* on the right, respectively. The *HML* locus contains α information and *HMR* contains a information. During mating, cells of opposing mating types fuse and form diploid cells (a and α) that undergo meiosis during sporulation and form haploid progeny. Since mating requires opposing mating types, derepression of the *HM* loci leads to pseudodiploid yeast cells that express both types of cell-type information (a and α), like diploid cells, and therefore show lower mating efficiency. To prevent this mating inability, the *HM* loci are kept silent by incorporation into heterochromatin.

Formation of heterochromatin is facilitated by *cis*-acting elements called silencers and *trans*-acting proteins. The *HM* loci are flanked by the E and I silencers (*Figure 4*). These
silencers are *cis*-acting regulatory DNA elements that create binding sites for *trans*-acting DNA binding proteins like Rap1 (repressor activator protein), Abf1 and the origin recognition complex, ORC, that binds to *ars* consensus sequences (ACS) (Figure 4). Although the occurrence of Rap1 or Abf1 (*ars* binding factor) binding sites is variable, all silencers contain an ACS. ORC normally functions in the initiation of replication (Foss et al. 1993), and indeed, the ACS sequences of the silencers are able to initiate replication when inserted into plasmids (Sharma et al. 2001). Although establishment of silencing at *HM* requires passage of the cells through S-phase, it does not require replication initiation or replication fork passage (Kirchmaier and Rine 2001). Significantly, all of the *cis*-acting proteins have distinct roles elsewhere in the cell (transcriptional regulation for Rap1, Abf1 (Planta et al. 1995), replication initiation for ORC), but at the silencers, they act as recruiting factor for Sir proteins (reviewed in Lustig 1998)). In line with this, it was speculated that it is the combination and the close proximity of these factors that converts these DNA elements to silencers that effectively recruit the SIR complex (Lustig 1998), like it is the case for several Rap1 binding sites at telomeres ((Cockell et al. 1995), 1.8.2). In fact, Rap1 interacts with Sir3 or Sir4 in order to subsequently forming heterochromatin (Liu and Lustig 1996). In analogy to this, Rap1 and Abf1 at the *HM* loci associate with Sir3 to nucleate silencing (Lustig 1998). Furthermore ORC also has the ability to recruit the SIR complex, in that Orc1 interacts with Sir1, and Sir1 interacts with Sir4 (Triolo and Sternglanz 1996). Thus, Sir1 acts as a mediator between ORC and SIR at the *HM* silencers (Rusche et al. 2002). Furthermore, this involvement of ORC and Sir1 creates a situation that is exclusive to the *HM* loci (see 1.8.2).
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**Figure 4** The *HM* loci of *Saccharomyces cerevisiae.*

The illustration indicates the *HML* and *HMR* loci with the E silencers (E), the I silencers (I); binding sites for ORC (ACS), Rap1 and Abf1 and the open reading frames for the \( a_1, a_2, \alpha_1 and \alpha_2 \) mating type genes. The picture is taken from (Rusche et al. 2003).

The four silencers not only vary in their composition, but they are also of different importance for the silencing state of the region. For instance, at *HML*, each of the silencers alone is sufficient for silencing (Mahoney and Broach 1989), whereas at *HMR*, the I silencer is...
dispensable, but the *HMR*-E silencer is essential to keep *HMR* silent (Rivier et al. 1999). Furthermore, *HMR*-E is special in that at least two of the three binding sites (or the corresponding binding proteins) have to be disrupted to cause loss of silencing.

After recruitment of SIR through Rap1, Abf1 and ORC, the process of stepwise polymerization of the SIR complex starts, including binding of Sir3 and Sir4 to Rap1. Sir2 is brought to the locus as Sir2/Sir4 heterodimer. Next, histones become deacetylated via Sir2 (Imai et al. 2000), and association of the deacetylated histone tails with Sir3 and Sir4 continues the polymerization of the SIR complex (Rusche et al. 2002). This cycle is repeated, resulting in multimerization and spreading of Sir proteins along the chromosome (also see 1.8.4). The SIR complexes spread multidirectionally in both directions along the chromosome and are stopped by so called boundary elements that prevent regions adjacent to heterochromatin from repression through SIR complexes (see 1.9).

### 1.8.2 Telomeric silencing

The telomeres are the very ends of the chromosome and consist of a short single stranded DNA overhang and a nucleosome free region of approximately 300 bp long C1-3/TG1-3 repeats. If left unprotected, these regions would be subject to end-to-end fusions and homologues recombination. Furthermore, telomeres need to be protected from DNA degradation that would lead to telomere shortening and in consequence to a shorter replicative lifespan and cellular senescence. To prevent this, telomeres are incorporated into heterochromatin.

The 300 bp long C1-3/TG1-3 repeat sequence contains several Rap1 binding sites. In contrast to *HM*, here a multitude of Rap1 proteins serve to recruit the Sir2/Sir4 heterodimer and Sir3. Sir2/Sir4 and Sir3 then form a complex in a similar way to the *HM* loci, and this complex spreads away from the telomeric end (*Figure 5*). When getting into contact with nucleosomes adjacent to the nucleosome free region, Sir2 deacetylates histones, and the SIR proteins further spread into subtelomeric regions (Luo et al. 2002).

In principle, the multitude of Rap1 binding sites is also able to induce silencing when integrated elsewhere in the genome (Stavenhagen and Zakian 1994), and therefore is sufficient for silencing. However, natural telomeres additionally contain a so-called CoreX element, which contains an ACS and in many cases an Abf1 binding site. Silencing at natural telomeres is discontinuous and is enhanced around the CoreX element (Fourel et al. 1999; Pryde and Louis 1999). Given that ORC binding at the ACS of the CoreX element is able to
recruit Sir1 and to stabilize silencing like at the HM loci, some controversies are discussed about the dependence of Sir1 for telomeric silencing. Whereas some studies show that Sir1 is not required for telomeric silencing (Aparicio et al. 1991), others report a partial loss of telomeric silencing upon disruption of Sir1 (Pryde and Louis 1999). One possible explanation is that screens for telomeric silencing use a reporter system that was generated through insertion of reporter genes in a way that artificially truncated the CoreX element (Gottschling et al. 1990). The current working model for this discrepancy is that telomeric silencing per se is stable but can further be stabilized by forming a loop back to the CoreX element and thus further stabilizes silencing (Figure 5, (Strahl-Bolsinger et al. 1997; Pryde and Louis 1999)).

**Figure 5** Telomeres in *Saccharomyces cerevisiae*.  
The upper panel indicates the 300 bp long C_1_3/TG_1_3 repeat sequence (telomeric DNA) with several Rap1 binding sites and the SIR proteins recruited through Rap1. The lower panel includes the CoreX element and the loop structure suggested by (Strahl-Bolsinger et al. 1997; Pryde and Louis 1999). This slightly modified picture originates from the website of Bruce Stillman: http://departments.oxy.edu/biology/Stillman/bi221/110300/rna_polymerases.htm.

Furthermore, Sir3 is limiting for SIR complex propagation along the chromosome (Renauld et al. 1993). Overexpression of Sir3 extends the heterochromatic domain from approximately 3 kb up to 16 kb away from the telomere (Hecht et al. 1995), coinciding with the spread of Sir3, whereas Sir2 and Sir4 levels decrease with increasing distance from the telomere (Strahl-Bolsinger et al. 1997).
Another process that is thought to help in silencing is the placement of the telomeres at the nuclear periphery (Gotta et al. 1996). It is thought that the telomeres are brought there through interaction with the nuclear pore complex (Galy et al. 2000). However, to date it is unclear whether silencing is the cause or a consequence of localization to the nuclear periphery. This localization of specific genomic regions to the nuclear envelope is another way of controlling gene expression by insulating the region at nuclear substructures and therefore inactivating them for transcription (see 1.9).

1.8.3 rDNA silencing

The rDNA locus contains the highly repetitive ribosomal DNA that is protected from recombination or formation of extrachromosomal rDNA rings through incorporation into heterochromatin (Christman et al. 1988). The \textit{S. cerevisiae} rDNA locus consists of a 9.1 kb sequence that is repeated 100 to 200 times (Petes and Botstein 1977). The rDNA contains 35S rDNA as precursor for the 25S, 18S and 5.8S ribosomal rRNA (Figure 6). Only a fraction of the rDNA genes are transcribed at a given time, and the majority remains silenced by the action of Sir2 (Smith and Boeke 1997). Although \textit{NTS2} contains an ACS site, silencing at rDNA is different from that of telomeres and the \textit{HM} loci in that it is independent of Sir1 and Sir3 (Smith and Boeke 1997). Sir2 in this context does not act via Sir4, but is part of the nucleolar RENT (regulator of nucleolar silencing and telophase) complex (Straight et al. 1999). However, the mechanistic aspects of rDNA silencing are still unclear.

\textbf{Figure 6} The rDNA locus of \textit{Saccharomyces cerevisiae}.

Ribosomal DNA (rDNA) is present in a tandem array of 100-200 copies of a 9.1 kb repeat. Each repeat encodes a 5S RNA, transcribed by RNA PolIII, and a 35S precursor RNA, transcribed by RNA Pol I and subsequently processed to 18S, 5.8S, and 25S RNA. The 35S coding regions are separated by nontranscribed spacers, NTS1 and NTS2. The picture was adopted from (Rusche et al. 2003).

Altogether all silenced loci may be linked by competition through limiting amounts of Sir proteins. In line with this, rDNA silencing is negatively regulated by titrating Sir proteins out of the nucleolus towards other silenced loci (Smith et al. 1998b).
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1.8.4 The Silent Information Regulator (SIR) complex as a key component of heterochromatin

One important structural component of silenced chromatin is the SIR complex. Sir proteins are essential for silencing, but not essential for growth (Rine and Herskowitz 1987). At least four different proteins belong to the SIRs, with Sir2, Sir3 and Sir4 as essential structural components of yeast heterochromatin. In contrast to the other SIR proteins, Sir1 contributes to, but is not essential for silencing (Pillus and Rine 1989). The role of Sir1 rather is to facilitate binding of the other Sir proteins to the ACS within silencers (see 1.8.1-1.8.2).

The four SIR genes were originally identified in a screen for factors that are required for HM silencing (Rine and Herskowitz 1987). Within the cell, Sir2 and Sir4 form a soluble complex that does not contain Sir3 (Moazed et al. 1997). Conversely, after recruitment of the Sir proteins to a silencer, several interactions form the SIR complex that consists of Sir2, Sir3 and Sir4 and is able to spread along the chromatin fibre (Rusche et al. 2002). Sir2 is a NAD⁺-dependent HDAC that deacetylates histone H3 and H4 (Imai et al. 2000). This hypoacetylation of histones creates high affinity binding sites for Sir3 and Sir4 (Hecht et al. 1995). In contrast to Sir2, Sir3 and Sir4 have no measurable enzymatic activities, although Sir3 was shown to contain a domain with homology to the class of AAA+ ATPase-like proteins and therefore is thought to play a critical role in binding the reaction product of NAD⁺-dependent deacetylation (see below, (Gasser and Cockell 2001)). SIR spreading involves ordered events of recruiting Sir3 or Sir4 through Rap1, Abf1 or Sir1-ORC, deacetylation via Sir2 and binding of Sir3 and Sir4 to the deacetylated histone tails (Rusche et al. 2002). Through recruitment of further Sir2 proteins, nucleosomes adjacent to the not yet deacetylated ones also can be deacetylated. This creates further binding sites for Sir3 and Sir4, thus allowing spreading of the SIR complex over several kbs along the chromatin fibre.

The NAD⁺-dependent deacetylase activity of Sir2 is required for SIR spreading (3.1.7, (Rusche et al. 2002)). Furthermore, NAD⁺-dependent deacetylation per se plays a vital role in SIR complex assembly (Gasser and Cockell 2001). Significantly, Sir2 and its homologs (Hst1-4) couple the deacetylation reaction to the hydrolysis of NAD⁺ (Figure 3, (Imai et al. 2000)). During this reaction, the acetyl group is transferred from the acetyl-lysine to NAD⁺, generating OAAADPR and nicotinamide (Tanner et al. 2000). One of the outstanding questions is, whether OAAADPR has a further role after the deacetylation reaction has taken place. As mentioned above, Sir3 is classified to belong to the family of AAA+ ATPases (Neuwald et al. 1999). Members of the AAA+ superfamily were described to couple the hydrolysis of ATP to conformational changes that drive the assembly or disassembly of large protein complexes.
However, Sir3 lacks the critical amino acids that are needed for ATP hydrolysis, but nevertheless it was speculated that Sir3 has the potential to bind OAADPR and thus might induce a conformational change within the SIR complex (Gasser and Cockell 2001). Indeed, recombinant Sir proteins together with oligonucleosomes change their conformation after addition of OAADPR and form chromatin filaments visible under an electron microscope (Onishi et al. 2007). However, the exact role of OAADPR in SIR complex assembly still remains elusive.

Some controversies are discussed regarding the substrate specificity of Sir2. Although Sir2 in vitro preferentially deacetylates histone H3 K9 and K14 and H4 K16 (Imai et al. 2000), in vivo all lysines of H3 and H4 were deacetylated in heterochromatic regions (Suka et al. 2001). This suggests that Sir2 has a relatively broad substrate range. For instance, Sir2 also deacetylates lysines within the core region of histones, like H3 K56 (Xu et al. 2007).

In addition, Sir2 homologs from other organisms deacetylate also substrates other than histones. For instance, the human p53 protein is deacetylated by the human Sir2 homolog, SIRT1 (Luo et al. 2001; Vaziri et al. 2001). Interestingly, the acetylated form of p53 activates the apoptosis pathway, whereas the deacetylated form remains bound to SIRT1 after deacetylation and therefore cannot activate apoptosis (Luo et al. 2001; Vaziri et al. 2001). This implicates SIRT1 as a possible cancer related-factor.

The Sir protein is highly conserved through organisms ranging from archea to humans (Brachmann et al. 1995). Sir2 family members contribute to cell cycle progression, radiation resistance and genetic stability. For instance the yeast Sir2 homologs Hst3 and Hst4 were shown to control cell cycle progression through deacetylation of H3 K56 (Maas et al. 2006). Furthermore Sir2 and Hst1 have been implicated in the control of replication initiation (Pappas et al. 2004; Irlbacher et al. 2005). This suggests that Sir2 and its homologs are involved in several processes beyond gene silencing and are interesting subjects for studies of their working mechanisms, as well as for the identification of inhibitors or activators for this family of enzymes.

1.9 Restriction of heterochromatin spreading through boundary elements

Once heterochromatin is formed, this structure is restrictive to various enzymes (Gottschling 1992; Loo and Rine 1994). Therefore cells need to ensure that heterochromatin spreading is prevented prior to invasion of heterochromatin into normally transcriptionally active
euchromatin. To maintain the transcriptional status of a region, junctions, so called boundaries exist that separate active from inactive regions.

These boundaries, so far, have been associated with chromatin opening activities, for instance histone acetylation, methylation, the incorporation of histone variants or even histone eviction at a boundary (reviewed in (Oki and Kamakaka 2002)). In particular histone acetylation by several HATs (Donze and Kamakaka 2001; Jacobson and Pillus 2004; Oki et al. 2004; Oki and Kamakaka 2005), histone H3 K79 methylation by Dot1 (van Leeuwen et al. 2002) and H3 K4 methylation through Set1 (Santos-Rosa et al. 2004) have been implicated to create boundaries. In addition, chromatin alterations like the complete loss of nucleosomes (Oki et al. 2004; Oki and Kamakaka 2005) or the incorporation of the histone variant H2A.Z (Meneghini et al. 2003) may contribute to the formation of a barrier against heterochromatin. Some modifications further may also recruit chromatin remodelling factors to initiate boundary formation (Oki and Kamakaka 2005).

While heterochromatin formation starts at silencer elements (see 1.8), some boundaries form adjacent to the silencing nucleation sites. One example is the right barrier to HMR that is build by the strongly expressed t-RNA^THR gene, adjacent to the HMR-I silencer (Oki and Kamakaka 2005). Deletion of this t-RNA gene results in the further spread of SIR proteins (Donze and Kamakaka 2001). In this case the barrier is a fixed, nucleosome free element determined by the position of the t-RNA gene (Oki and Kamakaka 2005).

In contrast to this example for a fixed border, boundaries further can be flexible. These boundaries are characterized by a balance of opposing enzymatic activities, and therefore were termed “negotiable” boundary (Kimura and Horikoshi 2004). For instance, at the telomeres the histone H4 K16 deacetylation activity of Sir2 is antagonized by the parallel onset of H4 K16 acetylation through Sas2 (Kimura et al. 2002; Suka et al. 2002). In this case the establishment of heterochromatin starts at the telomeric Rap1 sites and spreads towards the centromere (1.8.2, reviewed in (Rusche et al. 2003)). Since Sas2 globally acetylates H4 K16 (Meijsing and Ehrenhofer-Murray 2001; Osada et al. 2001), the counteracting mechanisms to SIR spreading at telomeres are not solely specified by DNA elements like promoters. Thus, the boundary between telomeric heterochromatin and subtelomeric euchromatin is a result of the competition between the opposing enzymatic activities of Sir2 and Sas2 (Kimura et al. 2002; Suka et al. 2002; Kimura and Horikoshi 2004).

Target of the negotiation between Sir2 and Sas2 is the acetylation state of H4 K16. Indeed, this is a critical residue in that the deacetylated state is preferentially bound by Sir3 and Sir4, followed by SIR spreading (1.8.4, (Rusche et al. 2002)). Conversely, the
bromodomain proteins Bdf1 and Bdf2 (Ladurner et al. 2003) can bind the acetylated state of H4 K16. This is thought to prevent from the deacetylation through Sir2, and therefore aids in boundary formation (Ladurner et al. 2003).

The terms fixed or negotiable boundary described above designates the position on the DNA. But also the “fixation” of a genomic region within certain subcompartments of the cell can influence the epigenetic fate of this region. For instance, mutated HM loci can regain silencing when targeted to the nuclear periphery (Andrulis et al. 1998). Furthermore, also the telomeres are located at the nuclear periphery (Gotta et al. 1996), although it is not clear if the heterochromatic state is the cause or the consequence of this location.

As the initiation of heterochromatin formation works through silencers, also the formation of boundaries can work through DNA elements. These elements, termed insulators recruit activating factors that work against SIR spreading (reviewed in (Oki and Kamakaka 2002)). For instance, the telomeres are flanked by subtelomeric repetitive sequences and the X and Y' elements (Louis and Haber 1992). These elements were named subtelomeric anti-silencing regions (STARs), and contain Reb1 (RNA polymerase I enhancer binding protein) and Tbf1 (TTAGGG repeat binding factor) binding sites. When these binding sites are integrated into heterochromatic regions, they are able to protect from heterochromatin spreading (Fourel et al. 1999).

All in all, the described mechanisms that work against heterochromatin formation are generally viewed as being activating mechanisms, i.e. histone acetylation or the recruitment of the transcription machinery. In this study we show that also the opposite, histone deacetylation is capable to protect from heterochromatin invasion.

Another important question is how the epigenetic information is inherited from generation to generation to ensure the re-establishment of epigenetic states. Indeed, this inheritance uses the mentioned cis-acting DNA elements and trans-acting proteins, and therefore works through the described principles of initiation, establishment and restriction of chromatin states (reviewed in (Ehrenhofer-Murray 2004)).

1.10 Replication of chromatin

The Duplication of genetic information in eukaryotic cells requires not only the replication of the DNA sequence, but also that the epigenetic information carried on the histones is inherited to the daughter cells. The correct duplication of epigenetic information during replication is important to restore the expression characteristics of a genomic region.
Replication of chromatin in a first step requires removal of nucleosomes prior to DNA replication. Therefore, in front of a replication fork, histones become disassembled to H3-H4 tetramers and H2A-H2B dimers (Gruss et al. 1993). After DNA replication, chromatin is reassembled by deposition of H3-H4 in a first step, followed by H2A-H2B incorporation. Deposition of histones onto the DNA is facilitated by the chromatin assembly factors CAF-I and Asf1 (Adams and Kamakaka 1999; Tyler et al. 1999). Histone deposition is coupled to the DNA replication machinery through the proliferating cell nuclear antigen (PCNA) protein (Shibahara et al. 2000) that remains topologically linked to the freshly replicated DNA, and thus recruits chromatin assembly factors (e.g. CAF-I) that are necessary to restore the chromatin fibre.

Doubling of DNA requires also doubling of histones, and therefore synthesis of new histones. The incorporation of newly synthesized or parental histones is random, and therefore old and freshly synthesized histones become mixed on both DNA strands (Sogo et al. 1986). In vitro, CAF-I incorporates histones regardless of their modification pattern (Shibahara et al. 2000). In vivo, newly synthesized histones carry a histone modification pattern that was established by the cytoplasmatic HAT-B complex HAT1, and this pattern is characterized by acetylation of histone H4 K5 and K12 (Ruiz-Garcia et al. 1998). These evolutionary conserved histone deposition related marks (Sobel et al. 1995) in higher eukaryotes colocalize with CAF-I (Taddei et al. 1999), suggesting that CAF-I incorporates these newly synthesized histone H4 molecules into chromatin. However, these modifications are removed after chromatin assembly, and this removal is sensitive to the HDAC inhibitor TSA (Yoshida et al. 1990; Taddei et al. 1999). This implies that an HDAC is involved in the contemporary removal of these modifications, supposedly coupled to replication (Ehrenhofer-Murray 2004). This further implies that chromatin assembly factors may act as a platform for the reestablishment of epigenetic marks after replication. Indeed, this was found to be the case, like for the establishment of H4 K16 acetylation (Meijsing and Ehrenhofer-Murray 2001). To establish this modification, which is absent on newly synthesized histones, the HAT complex SAS-I is recruited to the replication fork through interaction with the chromatin assembly factors CAF-I and Asf1 (Meijsing and Ehrenhofer-Murray 2001). However, the question whether the removal of cytoplasmatic acetylation marks through an HDAC also works through chromatin assembly factors to recruit histone modifying enzymes has not yet been solved and will be addressed in this study.
1.11 Outline of this thesis

The functional distinction between euchromatic and heterochromatic domains is necessary in order to maintain the transcriptional status of a genomic region (Oki and Kamakaka 2002). Heterochromatic chromatin condensation prevents inappropriate gene expression, DNA degradation or recombination, whereas heterochromatin spreading leads to silencing of otherwise transcriptionally active genes. To maintain the transcriptional state of a region, boundaries ensure that the respective chromatin states do not spill over into the other one. One factor that was known previously to restrict the spreading of telomeric heterochromatin into euchromatin is the SAS-I complex (see 1.5 and 1.9, (Kimura et al. 2002; Suka et al. 2002)). Sas2 counteracts the deacetylated state that is generated by the heterochromatic SIR complex (Kimura et al. 2002; Suka et al. 2002). Several other factors have been implicated to have boundary activity (1.9, (Oki and Kamakaka 2002)). The aim of this study was to gain further insights into the biology of junctions between active and repressive chromatin states. Therefore, we performed a synthetic lethal screen for factors that become essential in the absence of the HAT Sas2.

Interestingly, we found that deletion of the gene encoding the HDAC Rpd3 was lethal in sas2Δ cells. This was counterintuitive, since these factors have opposing enzymatic activities. Given that a synthetic lethal screen is commonly used to identify factors that share similar biological functions, we hypothesized that both factors act in the same pathway despite their contrary enzymology. Since Sas2 has boundary activity, this means that Rpd3 also is required to restrict heterochromatin to the telomeres, and that the parallel loss of both factors might lead to SIR spreading to a degree that is lethal to the cells. Indeed, the absence of Rpd3 led to increased Sir spreading into subtelomeric regions, and disrupting the SIR complex abrogated the synthetic lethality between rpd3Δ and sas2Δ, indicating that excessive spreading of heterochromatic SIR complexes was responsible for the lethality of rpd3Δ sas2Δ cells. Notably, Rpd3 was necessary to restrict the SIR proteins to the telomeres, and targeting of Rpd3 to normally silent chromatin created a barrier to the spreading of SIR-dependent repression.

The surprising observation that histone deacetylation through Rpd3 was prohibitive, rather than conducive to silencing raised the question for a mechanism how Rpd3 might be able to do so. By analysing the different deacetylation mechanisms between Rpd3 and Sir2, we found that the NAD⁺-independent deacetylation through Rpd3 precluded deacetylation through Sir2. Thus, the production of the metabolite OAADPR during NAD⁺-dependent
deacetylation through Sir2 was abrogated through the prior removal of acetyl groups through Rpd3. The lack of OAADPR in essence prevented the propagation of the SIR complex.

OAADPR was shown to influence the assembly of the SIR complex (Gasser and Cockell 2001; Liou et al. 2005; Onishi et al. 2007). The exact role of OAADPR in the assembly of the SIR complex yet is unknown. Here we provide genetic evidence that OAADPR binds to Sir3 and that mutation within the binding pocket for OAADPR abolished the function of the SIR complex.

Another question was to address how Rpd3 is recruited to the regions adjacent to heterochromatin to perform its boundary function. Surprisingly, a genome-wide binding map for Rpd3 showed a significant underrepresentation of Rpd3 in subtelomeric regions (Kurdistani et al. 2002). This led us to the hypothesis that Rpd3 deacetylates these regions through a transient contact to chromatin. Significantly we found that Rpd3 in vivo showed interaction with the large subunit of the chromatin assembly complex CAF-I, Cac1. Through this interaction, Rpd3 was able to deacetylate cytoplasmatic acetylation marks coupled to chromatin assembly and therefore likely performed its boundary function through this transient replication-coupled contact to chromatin.

In summary, our data indicate that histone deacetylation through Rpd3 effectively halts SIR propagations through removal of Sir2 substrates. Thus, although traditionally associated with repression, histone deacetylation by Rpd3 was also capable of the opposite, namely of creating a block to silent chromatin in the context of telomeres. This finding provides novel insights into the formation of euchromatin-heterochromatin boundaries and the role of histone modifications in this process.
2 Material & Methods

2.1 E. coli strains

TOP10 F- mcrA Δ(mrr-hsdRms-mcrBC) q80lacZΔM15 ΔlacX74 recA1 araΔ139Δ(ara-leu)7697 galU galK rpsL (StrR) endA1 supG (Invitrogen).

DH5α F- q80lacZΔM15 ΔlacZYA-argF)U169 recA1 endA1 hsdR17(tK-, mK+) phoA supE44 thi-1 gyrA96 relA1 λ (Invitrogen).

BL21 (DE3) F ompT hsdS(80mB-) dcm- TetR lacIq recA1 araD139 (ara-leu)7697 galU galK rpsL (StrR) endA1 supE44 thi-1 gyrA96 relA1 λ (Invitrogen).

2.2 Media and growth conditions

E. coli strains used for plasmid amplification were cultured according to standard procedures (Sambrook 1989) at 37°C in Luria-Bertani (LB) medium supplemented with either 100 μg/ml ampicillin or 50 μg/ml kanamycin. Media for the growth of S. cerevisiae were as described previously (Sherman, 1991). YM (yeast minimal: 6.7 g/L yeast nitrogen base w/o amino acids) medium was supplemented with 2% Glucose and as required with 20 μg/ml for adenine, uracil, tryptophan, methionine and histidine or 30 μg/ml leucine and lysine. YM + 5-FOA (5-fluoro-orotic acid; US Biological) medium contained 5-FOA at 1 mg/ml, 20 μg/ml uracil and 2% glucose. Strains were grown at 30°C unless indicated otherwise.

2.3 Saccharomyces cerevisiae strains

Yeast strains used in this study are listed in Table 1. Yeast was grown and manipulated according to standard procedures (Sherman 1991). Unless indicated otherwise, yeast were grown on full media (YPD: 10 g/L yeast extract, 20 g/L peptone, 2 g/L glucose). Marker selection was performed on selective minimal plates (YM), and plates containing 5-FOA at 1 mg/ml, 20 μg/ml uracil and 2% glucose. The growth of yeast strains in the presence of different concentrations of TSA was tested by placing filters containing different amounts of a 7.5 mM TSA solution (in DMSO) on lawns of 2×10⁵ cells on YPD plates.

2.4 Genetic manipulation of S. cerevisiae strains

Unless indicated otherwise, yeast strains listed in Table 1 were generated during this study by direct deletion, chromosomal integration, transformation with plasmids or by crossing of yeast cells or originated from the laboratory strains collection.

2.4.1 Crossing, sporulation and dissection of asci

For crosses, the two parental yeast strains of different mating types were streaked together in a drop of YPD media and incubated for eight hours at 30°C on a YPD plate. The mixture was subsequently streaked on a selective YM plate to isolate diploids.

To induce sporulation, diploids were plated on sporulation medium (19 g/L KAc, 0.675 mM ZnAc, 20 g/L agar) and incubated for at least three days at 30°C. For dissection of ascis, a loop of cell material was suspended in zymolyase buffer (1 M Sorbitol, 0.1 M NaCitrate, 60 mM EDTA pH 8.0, 5 mg/mlzymolyase) and incubated for 6 min at room temperature. The reaction was stopped by adding 100 μl H2O. Subsequently, the digested ascospores were dissected using a micromanipulator (Narishige) connected to a Zeiss Axioscope FS microscope. The plates were incubated for two to three days at 30°C. To follow the segregation of markers, plates were replica plated on selective medium.
2.4.2 DNA techniques in *S. cerevisiae*

Gene knock-outs with *kanMX* were performed as described (Wach et al. 1994). *HisMX* or *HIS3* knockouts were performed using the PCR-mediated knockouted technique, thereby replacing the complete open reading frame by the *HisMX* or *HIS3* sequence. Correct integration in all cases was verified by PCR analysis. The deletion of SAS2 by *TRP1* was as described (Ehrenhofer-Murray et al. 1997). Double mutant *S. cerevisiae* strains were generated by isogenic crosses, followed by tetrad dissection and analysis of marker segregation. The construction of strains carrying telomeric ADE2 was achieved by integrating TEL VII-L::ADE2 (SalI/NorI linearized pVII-L ADE2-URA3-TEL (Gottschling et al. 1990)) into wt and rpd3Δ strains. Strains carrying SAS2 alleles with mutations in the acetyl-CoA binding site (P213A/P214V, HAT−) or the zinc finger (C106L, Zn−) were generated by integrating linearized pAE227 (*sas2* wt), pAE230 (*sas2* HAT−) or pAE389 (*sas2* Zn−) into AYEY3923. The myc-epitope tagged versions of SIR2 in strains deleted for SAS2 or RPD3 were constructed as described (Zachariae et al. 1998).

Table 1 *S. cerevisiae* strains used in this study

<table>
<thead>
<tr>
<th>Strain</th>
<th>Genotype</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>AYE1</td>
<td>MATa ade2-1 ura3-1 his3-11,15 leu2-3,112 trp1-1 can1-100 (=W303-1B)</td>
<td>P. Kaufman</td>
</tr>
<tr>
<td>AYE2</td>
<td>MATa ade2-1 ura3-1 his3-11,15 leu2-3,112 trp1-1 can1-100 (= W303-1A)</td>
<td>P. Kaufman</td>
</tr>
<tr>
<td>AYE15</td>
<td>AYE1 sir2Δ::HIS3</td>
<td></td>
</tr>
<tr>
<td>AYE264</td>
<td>MATa his4</td>
<td></td>
</tr>
<tr>
<td>AYE265</td>
<td>MATa his4</td>
<td></td>
</tr>
<tr>
<td>AYE266</td>
<td>AYE2 sas2Δ::TRP1</td>
<td></td>
</tr>
<tr>
<td>AYE269</td>
<td>AYE1 sas2Δ::TRP1</td>
<td></td>
</tr>
<tr>
<td>AYE468</td>
<td>AYE2, but ADE2 lys2Δ, hat1Δ::HIS3</td>
<td></td>
</tr>
<tr>
<td>AYE795</td>
<td>AYE2 rad6Δ::URA3</td>
<td></td>
</tr>
<tr>
<td>AYE921</td>
<td>AYE1 HMRa-e** sas3Δ::HIS3</td>
<td></td>
</tr>
<tr>
<td>AYE1012</td>
<td>AYE1 hmrΔ::URA3 hho1Δ::HIS3</td>
<td></td>
</tr>
<tr>
<td>AYE1280</td>
<td>MATa his3Δ200 trp1-901 leu2-3,112 ade2 LYS2::14lexAop-HIS3 URA3::8lexAop-lacZ-GAL4</td>
<td></td>
</tr>
<tr>
<td>AYE1403</td>
<td>AYE2 cac1Δ::LEU2</td>
<td></td>
</tr>
<tr>
<td>AYE1492</td>
<td>AYE2 sas4Δ::KanMX, but ADE2</td>
<td>D. Rivier</td>
</tr>
<tr>
<td>AYE1493</td>
<td>AYE2 sas5Δ::HIS3, but ADE2</td>
<td>D. Rivier</td>
</tr>
<tr>
<td>AYE1499</td>
<td>AYE2 hst1Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AYE1501</td>
<td>AYE2 hst2Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AYE1503</td>
<td>AYE2 hst3Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AYE1505</td>
<td>AYE2 hst4Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AYE1507</td>
<td>AYE2 hsf1Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AYE1558</td>
<td>MATa leu2-3, 112 trp1-1 ura3-52 prc1-407 pep4-3 prb1-112</td>
<td></td>
</tr>
<tr>
<td>AYE2247</td>
<td>AYE1 lys2Δ sas2Δ::TRP1 sir2Δ::URA3 + pRS305-SIR2</td>
<td></td>
</tr>
<tr>
<td>AYE2493</td>
<td>AYE1558 ASF1-3×HA::TRP1</td>
<td></td>
</tr>
<tr>
<td>AYE2554</td>
<td>AYE1558 SIR2-myc::TRP1</td>
<td></td>
</tr>
<tr>
<td>AYE2652</td>
<td>AYE1, but lys2Δ ADE2, sas2Δ::HIS3</td>
<td></td>
</tr>
<tr>
<td>AYE2724</td>
<td>MATa ura3-52 lys2-801 ade2-101 trp1Δ1 his3Δ200 leu2-Δ1 ppr1Δ::HIS3 hda1Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AYE2856</td>
<td>AYE2554 sas2Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AYE2895</td>
<td>AYE2 asf1Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>Strain</td>
<td>Genetic Markers</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>-----------------</td>
<td></td>
</tr>
<tr>
<td>AEY3049*</td>
<td>AEY1558 RPD3-9myc::TRP1</td>
<td></td>
</tr>
<tr>
<td>AEY3051*</td>
<td>AEY1558 ASF1-3xHA::URA3 RPD3-9myc::TRP1</td>
<td></td>
</tr>
<tr>
<td>AEY3055*</td>
<td>MATa trp1-901 leu2-3, 112 ura3-52 his3-200 gal4Δ gal80Δ GAL2-ADE2 P.James</td>
<td></td>
</tr>
<tr>
<td>AEY3132*</td>
<td>MATa leu2-3, 112 trp1-1 esa1Δ::HIS3 esa1L327S::URA3 L.Pillus</td>
<td></td>
</tr>
<tr>
<td>AEY3183</td>
<td>AEY1 bdf1Δ::HIS3</td>
<td></td>
</tr>
<tr>
<td>AEY3306</td>
<td>AEY2 cac1Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AEY3307</td>
<td>AEY2 rpd3Δ::HisMX</td>
<td></td>
</tr>
<tr>
<td>AEY3438</td>
<td>AEY2 asf1Δ::KanMX rpd3Δ::HisMX</td>
<td></td>
</tr>
<tr>
<td>AEY3439</td>
<td>AEY2 cac1Δ::LEU2 rpd3Δ::HisMX</td>
<td></td>
</tr>
<tr>
<td>AEY3440</td>
<td>AEY2 asf1Δ::KanMX cac1Δ::LEU2 rpd3Δ::HisMX</td>
<td></td>
</tr>
<tr>
<td>AEY3458</td>
<td>AEY1 rpd3Δ::HisMX</td>
<td></td>
</tr>
<tr>
<td>AEY3459</td>
<td>AEY2 asf1Δ::KanMX cac1Δ::LEU2</td>
<td></td>
</tr>
<tr>
<td>AEY3519</td>
<td>AEY1 hmt1Δ::TRP1</td>
<td></td>
</tr>
<tr>
<td>AEY3533</td>
<td>AEY2 ade3Δ sas2Δ::TRP1 + pURA3-ADE3-SAS2</td>
<td></td>
</tr>
<tr>
<td>AEY3643</td>
<td>MATa ade2-1 lys2Δ ura3-1 his3-11,15 leu2-3, 112 trp1-1 can1-100 hht1- hht2-hhf2Δ::LEU2 hht2-hhf2Δ::HIS3 rpd3Δ::HisMX + pURA3-HHT1-HHF1</td>
<td></td>
</tr>
<tr>
<td>AEY3680</td>
<td>AEY2, but lys2Δ ADE2, dot1Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AEY3700</td>
<td>AEY1 bdf2Δ::LEU2</td>
<td></td>
</tr>
<tr>
<td>AEY3703*</td>
<td>AEY2554 rpd3Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AEY3708</td>
<td>AEY2 rpd3Δ::HisMX sir2Δ::URA3</td>
<td></td>
</tr>
<tr>
<td>AEY3712</td>
<td>AEY2 sas2Δ::TRP1 rpd3Δ::HisMX sir2Δ::URA3</td>
<td></td>
</tr>
<tr>
<td>AEY3752</td>
<td>AEY2, but TRP1, rco1Δ::KanMX M. Keogh</td>
<td></td>
</tr>
<tr>
<td>AEY3753</td>
<td>AEY2, but TRP1, eaf3Δ::KanMX M. Keogh</td>
<td></td>
</tr>
<tr>
<td>AEY3754</td>
<td>AEY2, but TRP1, rpd3Δ::KanMX M. Keogh</td>
<td></td>
</tr>
<tr>
<td>AEY3755</td>
<td>AEY2, but TRP1, dep1Δ::KanMX M. Keogh</td>
<td></td>
</tr>
<tr>
<td>AEY3756</td>
<td>AEY2, but TRP1, sds3Δ::KanMX M. Keogh</td>
<td></td>
</tr>
<tr>
<td>AEY3766</td>
<td>AEY1, but lys2Δ ADE2, htz1Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AEY3770</td>
<td>AEY1 rpd3Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AEY3771</td>
<td>AEY2, but lys2Δ ADE2, rpd3Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AEY3776</td>
<td>AEY2 eaf3Δ::KanMX sas2Δ::HIS3</td>
<td></td>
</tr>
<tr>
<td>AEY3777</td>
<td>AEY2 rco1Δ::KanMX sas2Δ::HIS3</td>
<td></td>
</tr>
<tr>
<td>AEY3780</td>
<td>AEY2 dep1Δ::KanMX sas2Δ::HIS3</td>
<td></td>
</tr>
<tr>
<td>AEY3782</td>
<td>AEY2 sds3Δ::KanMX sas2Δ::HIS3</td>
<td></td>
</tr>
<tr>
<td>AEY3844</td>
<td>AEY2, lys2Δ sir3Δ::NatMX</td>
<td></td>
</tr>
<tr>
<td>AEY3868</td>
<td>AEY1, but ADE2, sas2Δ::TRP1 hst2Δ::KanMX</td>
<td></td>
</tr>
<tr>
<td>AEY3908</td>
<td>AEY1 adh4::URA3-(C&lt;sub&gt;1&lt;/sub&gt;,Δ&lt;i&gt;a&lt;/i&gt;)&lt;sub&gt;n&lt;/sub&gt; L.Pillus</td>
<td></td>
</tr>
<tr>
<td>AEY3909</td>
<td>AEY1 adh4::URA3-UAS&lt;sub&gt;Gal&lt;/sub&gt;-(C&lt;sub&gt;1&lt;/sub&gt;,Δ&lt;i&gt;a&lt;/i&gt;)&lt;sub&gt;n&lt;/sub&gt; L.Pillus</td>
<td></td>
</tr>
<tr>
<td>AEY3923</td>
<td>AEY2 lys2Δ sas2Δ::TRP1 rpd3Δ::KanMX + pRS316-SAS2</td>
<td></td>
</tr>
<tr>
<td>AEY3924</td>
<td>AEY3923 + pAE227</td>
<td></td>
</tr>
<tr>
<td>AEY3925</td>
<td>AEY3923 + pAE230</td>
<td></td>
</tr>
<tr>
<td>AEY3926</td>
<td>AEY3923 + pAE389</td>
<td></td>
</tr>
</tbody>
</table>
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AEY3927 AEY3923 + pRS313

AEY3930 AEY1 sas2Δ::TRP1 rpd3Δ::KanMX sir1Δ::LEU2 + pRS316-SAS2

AEY3931 AEY2 lys2Δ sas2Δ::TRP1 rpd3Δ::KanMX sir2Δ::HisMX + pRS316-SAS2

AEY3932 AEY1 sas2Δ::TRP1 rpd3Δ::KanMX sir3Δ::LEU2 + pRS316-SAS2

AEY3933 AEY1, but lys2Δ ADE2, sas2Δ::TRP1 rpd3Δ::KanMX sir4Δ::LEU2 + pRS316-SAS2

AEY3943 AEY2 TEL VII-L::ADE2-URA3

AEY3944 AEY1 rpd3Δ::KanMX TEL VII-L::ADE2-URA3

AEY3945 MATα ade2-1 lys2Δ ura3-1 his3-11,15 leu2-3, 112 trp1-1 can1-100 hht1-hhf1Δ::LEU2 hht2-hhf2Δ::HIS3 rpd3Δ::HisMX sas2Δ::KanMX + pURA3-HHT1-HHF1 + pRS317-SAS2

AEY4003 AEY2 lys2Δ sas2Δ::TRP1 rpd3Δ::KanMX sir3Δ::NatMX + pRS316-SAS2

AEY4004 AEY4003 + pAE232

AEY4005 AEY4003 + pAE1225

AEY4021 AEY1 sin3Δ::KanMX adh4Δ::URA3-UAS Gal-(C1-3A)n

AEY4144 AEY1 rpd3Δ::KanMX adh4Δ::URA3-UAS Gal-(C1-3A)n

AEY4169 AEY1 rpd3Δ::KanMX adh4Δ::URA3-(C1-3A)n

AEY4179 AEY4144 + pAE1208 + pRS315

AEY4180 AEY4144 + pAE1208 + pSB32-RPD3

AEY4181 AEY4144 + pAE1208 + pRS415-rpd3 (H150:151A)

AEY4243 AEY2 HML::UASGal-ADE2-UASGal-URA3

AEY4244 AEY1 ade2Δ::KanMX HMR::UASGal-ADE2-UASGal-a1prm-URA3

AEY4258 AEY2 sas2Δ::HIS3 rco1Δ::KanMX + pRS316-SAS2

AEY4259 AEY1 sas2Δ::HIS3 sds3Δ::KanMX + pRS316-SAS2

AEY4260 AEY1 sas2Δ::HIS3 rco1Δ::KanMX sds3Δ::KanMX + pRS316-SAS2

AEY4305* MATα leu2-3, 112 trp1-1 ura3-52 prc1-407 pep4-3 prb1-112 sir3Δ::KanMX + pRS315-SIR3-HA::TRP1

AEY4307* MATα leu2-3, 112 trp1-1 ura3-52 prc1-407 pep4-3 prb1-112 sir3Δ::KanMX + pRS315-sir3Δ578-585-HA::TRP1

AEY4316 AEY2, but met3, sas2Δ::TRP1 set2Δ::KanMX pRS316-SAS2

AEY4305* AEY4307* strains originate from the Research Genetics yeast deletion library.

2.5 Molecular cloning

Plasmids were generated according to standard cloning techniques (Sambrook 1989). Kits for plasmid isolation were purchased from Qiagen. Enzymes and respective buffers were used from NEB, Promega and Stratagene. Oligonucleotides used for molecular cloning, mutagenesis, gene knockouts or tagging are listed in Table 3. For the exchange of single amino acids or deletion of eight or nine amino acids within the SIR3 ORF, the PCR sewing technique was used. With this technique in a first step short complementary overhangs were generated that served as polymerase start site in a second PCR reaction. Gal4 fusion constructs were generated by cloning the ORFs of the respective genes via the indicated restriction sites (Table 3) into the plasmid containing the Gal4 binding domain (GBD).
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Table 2 Plasmids used in this study

<table>
<thead>
<tr>
<th>Plasmid a</th>
<th>Description</th>
<th>Plasmid a</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>pAE88</td>
<td>pRS316-SAS2</td>
<td>pAE1192</td>
<td>pRS314-HHT1 hhf1-10 = H4 K5, 8, 12, 16Q (R. Morse)</td>
</tr>
<tr>
<td>pAE227</td>
<td>pRS303-SAS2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pAE230</td>
<td>pRS303-SAS2-(HAT⁺)</td>
<td>pAE1197</td>
<td>pRS314-HHT2 hhf2 H4 K56Q (J. Boeke1)</td>
</tr>
<tr>
<td>pAE232</td>
<td>pRS315-SIR3</td>
<td>pAE1198</td>
<td>pRS314-HHT2 hhf2 H4 K59Q (J. Boeke1)</td>
</tr>
<tr>
<td>pAE389</td>
<td>pRS303-SAS2-(Zn⁺)</td>
<td>pAE1199</td>
<td>pRS314-HHT2 hhf2 H4 K77Q (J. Boeke1)</td>
</tr>
<tr>
<td>pAE524</td>
<td>pACT2</td>
<td>pAE1200</td>
<td>pRS314-HHT2 hhf2 H4 K79Q (J. Boeke1)</td>
</tr>
<tr>
<td>pAE525</td>
<td>pBTM117c</td>
<td>pAE1208</td>
<td>pHS3-GBD-RPD3</td>
</tr>
<tr>
<td>pAE535</td>
<td>pACT2-ASF1</td>
<td>pAE1222</td>
<td>pHS3-GBD-HST2</td>
</tr>
<tr>
<td>pAE655</td>
<td>pRS414-HHT1/HHF1 K16R</td>
<td>pAE1223</td>
<td>pHS3-GBD-HOS1</td>
</tr>
<tr>
<td>pAE656</td>
<td>pRS414-HHT1/HHF1 K5R, K8R</td>
<td>pAE1224</td>
<td>pHS3-GBD-HOS2</td>
</tr>
<tr>
<td>pAE713</td>
<td>pRS305-sir2 (N345A)</td>
<td>pAE1227</td>
<td>pRS315-sir3 Δ684-692</td>
</tr>
<tr>
<td>pAE822</td>
<td>pRS314-HHF1/HHT1</td>
<td>pAE1256</td>
<td>pTRP1-GBD-HST1</td>
</tr>
<tr>
<td>pAE823</td>
<td>pRS314-HHF1/HHT1 K9R</td>
<td>pAE1257</td>
<td>pTRP1-GBD-HOS3</td>
</tr>
<tr>
<td>pAE824</td>
<td>pRS314-HHF1/HHT1 K14R</td>
<td>pAE1258</td>
<td>pTRP1-GBD-HST3</td>
</tr>
<tr>
<td>pAE954</td>
<td>pBTM117c-RPD3</td>
<td>pAE1259</td>
<td>pTRP1-GBD-HST4</td>
</tr>
<tr>
<td>pAE955</td>
<td>pBTM117c-HDA1</td>
<td>pAE1260</td>
<td>pRS317-SAS2</td>
</tr>
<tr>
<td>pAE998</td>
<td>pACT2-CAC1</td>
<td>pAE1281</td>
<td>pRS415-rpd3 (H150:151A)</td>
</tr>
<tr>
<td>pAE1010</td>
<td>pRS426-Asf1-1HA</td>
<td>pAE1317</td>
<td>pTRP1-GBD-HDA1</td>
</tr>
<tr>
<td>pAE1012</td>
<td>pRS424-Rpd3-myc</td>
<td>pAE1352</td>
<td>pGAD-C2-SIR3 (307-978)</td>
</tr>
<tr>
<td>pAE1117</td>
<td>pADE3-URA3-SAS2</td>
<td>pAE1353</td>
<td>pGAD-C2-sir3 (307-978) Δ578-585</td>
</tr>
<tr>
<td>pAE1191</td>
<td>pRS314-HHF1 hht1-3 = H3 K4, 9, 14, 18, 23, 27Q (R. Morse)</td>
<td>pAE1355</td>
<td>pGBD-C2-SIR4 (839-1358)</td>
</tr>
</tbody>
</table>

* Plasmids were generated according to standard cloning techniques; 1 (Hyland et al. 2005) Unless indicated otherwise, plasmids were constructed during this study or originated from the laboratory plasmid collection.

Table 3 Oligonucleotides used for molecular cloning, tagging, knockout or mutagenesis

<table>
<thead>
<tr>
<th>Oligonucleotide</th>
<th>Oligonucleotide sequence (in 5' to 3' direction)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rpd3Δ::HisMX fw</td>
<td>ACAATTCGCCACATAAAAACATTCGTCGMCTACAACCTCAGTCGCA</td>
</tr>
<tr>
<td></td>
<td>GCGTACCGCTGCAGTCGAC</td>
</tr>
<tr>
<td>Rpd3Δ::HisMX rv</td>
<td>TCTTTTTGTTTTTCACATTATTTTATATCCGATATATTCCACAGCTTCAACCTCAGTCG</td>
</tr>
<tr>
<td>his5 S. pombe up</td>
<td>CTATGGGAACCTTGCC</td>
</tr>
<tr>
<td>Rpd3::XbaI.fw</td>
<td>CGGATCCATcaATATGGTATATGAAAGCAACACCTTTTTGATCC</td>
</tr>
<tr>
<td>Rpd3::SpeI.rv</td>
<td>CGGATCCATcactagTCAATAGAATATCGATATATGATTTTAACCTCAGTCG</td>
</tr>
<tr>
<td>dot1Δ::KanMX.fw</td>
<td>AAGAAGGTTACAGGATTGGGCTTTGGTTAATTTTTGTTGATACAGTCG</td>
</tr>
<tr>
<td>dot1Δ::KanMX.rv</td>
<td>ATCGATCGAAGCTCGAGGTGAC</td>
</tr>
<tr>
<td>dot1(-300).fw</td>
<td>CGGCTAAAGACCGTACAGTTG</td>
</tr>
<tr>
<td>dot1(+300).rv</td>
<td>GGTGAGGAAATATCTGCTCC</td>
</tr>
</tbody>
</table>
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2.6 Chromatin immunoprecipitations

Chromatin immunoprecipitations (ChIPs) were performed essentially as described (Rusche and Rine 2001), except that protein-G Sepharose beads were used. Crosslinking was carried out by adding formaldehyde (1% final concentration) directly to the exponentially growing culture and incubating for 30 min at room temperature. Yeast extracts were prepared by disrupting 100 OD of cells in 500 μl lysis buffer (50 mM HEPES pH7.5, 140 mM NaCl, 1mM EDTA, 1% Triton X-100, 0.1% Na-Deoxycholate, 1x "complete" proteinase inhibitor [Roche Diagnostics]) with glass beads for 5 min at 4°C using a vortex mixer. The lysate was cleared by centrifugation for 10min at 4°C. Precipitations were performed with antibodies against acetylated lysines (-H4-K5Ac, -H4-K12Ac, -H4-K16Ac (Suka et al. 2001) [Upstate]), -H4 (Abcam) or -myc [Invitrogen]). Samples were analyzed by quantitative real-time PCR using the Rotor Gene 3000 (Corbett Research). The PCR reactions contained real master mix (Eppendorf) with SYBR green. Samples were cycled 45 times for 15 sec at 94°C, 30 sec at 56°C and 40 sec at 68°C. The C_t value for each reaction was determined, and a standard curve of input samples was used to calculate the amounts of DNA precipitated during the ChIP experiment relative to input DNA. The amount of DNA precipitated with the anti-acetyl-lysine antibodies was given relative to the amount of histone H4 precipitated for the respective regions or were given relative to the acetylation of a control region (SPS2). Samples were analyzed in triplicate for two independent ChIPs and standart deviations were calculated. The oligonucleotide sequences used for quantitative PCR are listed in Table 4.

\[
\text{Table 4}
\]

Sites for restriction endonucleases are shown in lower case letters, sequences complementary to the manipulated genes are underlined, bold letters indicate nucleotide changes according to the wt allele.
<table>
<thead>
<tr>
<th>Oligonucleotide</th>
<th>Oligonucleotide sequence (in 5' to 3' direction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>INO1 (-0.25).fw</td>
<td>GGGTTGGATGCGGAATCG</td>
</tr>
<tr>
<td>INO1 (-0.25).rv</td>
<td>CATGGCGCAACACGCGAG</td>
</tr>
<tr>
<td>INO1 (-128).fw</td>
<td>GAGACGTATATATAATTGAGGCTTTTCG</td>
</tr>
<tr>
<td>INO1 (131).rv</td>
<td>CGGCCACTAGCTGTCTTCG</td>
</tr>
<tr>
<td>INO1 (0.5).fw</td>
<td>GTTGGGACATCAAATAACGC</td>
</tr>
<tr>
<td>INO1 (0.5).rv</td>
<td>GATATCGCGTGTAGTGCC</td>
</tr>
<tr>
<td>INO1 (1).fw</td>
<td>GGTTGGCCTAGCCAGAATACGC</td>
</tr>
<tr>
<td>INO1 (1).rv</td>
<td>GATGACAATGCAGTGTCAC</td>
</tr>
<tr>
<td>INO1 (1375).fw</td>
<td>GTTGTACTATAGCTGACAGG</td>
</tr>
<tr>
<td>INO1 (1637).rv</td>
<td>GCGGAAAGAAGAGAGAGTCG</td>
</tr>
<tr>
<td>Hxt6-3'.fw</td>
<td>GCCCATCTTCGCTTCTAG</td>
</tr>
<tr>
<td>Hxt6-3'+1000.fw</td>
<td>CGCAGTACAGAAAGGCGC</td>
</tr>
<tr>
<td>Hxt6-3'+1000.rv</td>
<td>CTCTCTTTTTATCCGTCTGTC</td>
</tr>
<tr>
<td>Hxt6-3'+2000.fw</td>
<td>GGAAACACACATCCACCCACAC</td>
</tr>
<tr>
<td>Hxt6-3'+2000.rv</td>
<td>CTGTCTTTGGAAGCTCAGAC</td>
</tr>
<tr>
<td>Hxt7-5'-1000.fw</td>
<td>GACATCTCACAAAATTTCCACACAC</td>
</tr>
<tr>
<td>Hxt7-5'-1000.rv</td>
<td>GCCCTCTAGTAAAGCGTTCG</td>
</tr>
<tr>
<td>Hxt7-5'.fw</td>
<td>GCCAAATCTTCACAAATGTCG</td>
</tr>
<tr>
<td>Hxt7-5'.rv</td>
<td>GAGACATGACATAGCCGAC</td>
</tr>
<tr>
<td>Gat1-3'.fw</td>
<td>CCCAAAACAAAAAGAGTACGC</td>
</tr>
<tr>
<td>Gat1-3'.rv</td>
<td>CCCAACATCATTTGCGGCG</td>
</tr>
<tr>
<td>Gat1-3'+450.fw</td>
<td>CGTCACTAGAAGCTCAGAGAC</td>
</tr>
<tr>
<td>Gat1-3'+450.rv</td>
<td>GTGCCGCTTTTACACATCAC</td>
</tr>
<tr>
<td>Gat1-3'+950.fw</td>
<td>CGCTTGCTACGCAAATATCC</td>
</tr>
<tr>
<td>Gat1-3'+950.rv</td>
<td>CCTCCGATTTGAGAAGTGG</td>
</tr>
<tr>
<td>Gat1-3'+1400.fw</td>
<td>CCAAAATGTTGAGTTGACTCA</td>
</tr>
<tr>
<td>Gat1-3'+1400.rv</td>
<td>GGTGCCCTATCCGAAAGGTTCG</td>
</tr>
<tr>
<td>Pau5-3'.fw</td>
<td>CGGAATCTCGAGAATTCCTGC</td>
</tr>
<tr>
<td>Pau5-3'.rv</td>
<td>CCCCCAGAAAATAATGGAATCAG</td>
</tr>
<tr>
<td>ars603.fw</td>
<td>GGGCTTTATTATCTATTTAACATTTGAGACAC</td>
</tr>
<tr>
<td>ars603.rv</td>
<td>CAGGCTTAATTTAGAATTTTTGAGTTCGCC</td>
</tr>
<tr>
<td>ars607.fw</td>
<td>GGTGATATAAACACACTACACAC</td>
</tr>
<tr>
<td>ars607.rv</td>
<td>GCCCTACTACATCTAGTCG</td>
</tr>
<tr>
<td>Aap1-5'.fw</td>
<td>CGTTGTTGCGAGTACTCCTAC</td>
</tr>
<tr>
<td>Aap1-5'.rv</td>
<td>CCCACATTTTGGAACTCGGTGTG</td>
</tr>
<tr>
<td>Aap1-5'+350.fw</td>
<td>CGCCTAGAAACACGCGTTCG</td>
</tr>
<tr>
<td>Aap1-5'+350.rv</td>
<td>CCGACGTAACTTTGCGAGC</td>
</tr>
<tr>
<td>Aap1-5'+900.fw</td>
<td>GTTCTCAAACCAATAATCCTCGG</td>
</tr>
<tr>
<td>Aap1-5'+900.rv</td>
<td>CCTACATTTACCGAGTTCG</td>
</tr>
<tr>
<td>Aap1-5'+1650.fw</td>
<td>GCAAGGCGAGAATTCGACC</td>
</tr>
<tr>
<td>Aap1-5'+1650.rv</td>
<td>CTCGGCTGCGGTTGAGAC</td>
</tr>
<tr>
<td>YHR048W-5'-900.fw</td>
<td>GCCGCTAGTATGATGTCG</td>
</tr>
<tr>
<td>YHR048W-5'-900.rv</td>
<td>GGGCGAGCTCCTCGTTCG</td>
</tr>
<tr>
<td>YHR048W-5'-350.fw</td>
<td>GGAATGTCATGGCGAG</td>
</tr>
<tr>
<td>YHR048W-5'-350.rv</td>
<td>CCCACACTAAATCCCGAGAC</td>
</tr>
</tbody>
</table>
Material & Methods

YHR048W-5’.fw  GGAGATTAGCAGCCTTTTCGC
YHR048W-5’.rv  GCACCTCGTATATTTGAAATTTCTGC
TelVIR 0,5 up  CTTTACGTTAATACCTCTGACAGC
TelVIR 0,5 up (2)  CGAGTGAGTGACAGTTCAGAG
TelVIR 0,5 down  CGCGTTATGACAATTTTATGTAGATATCC
Tel VI R 1 (2) up  GTTATGTTAGAGATAACTGAG
Tel VI R 1 down  GCTTGTTAATACCTGACAG
Tel VIR (2,5).up  GCAATGAATCTTGGTGTACGC
Tel VIR (2,5).down  CCATACCAATATACACCTCAGG
Tel VIR (5).fw  CCCGCCTTTGAGAATTTGTCAC
Tel VIR (5).rv  CGAGCCACTTGTATTCTTGTTCGC
TelVIR (7,5).fw  CCTCTAGGACCTTGTCTTGG
TelVIR (7,5).rv  GGAAGTGCTACATGATACGTACG
Tel VIR (15).up  GCGCAATATATAGAGAAGAC
Tel VIR (15).down  CAATTTGGTACATAAGGC
HMR up(3)  CATACGATGTTTTGTAATATTTATCAATG
HMR-E down (2)  GATGGATAGCTCTGGTAATTCTAG
HMR.fw  CCCATCAACCTTTGAGAAAAAGTAGAAACG
act1 (1372).fw  GCCGATTACAGCTCCTCGTGC
act2 (1922).rv  CAGCGTGTGGAGAGAAGAG
Sps2(-0,25).fw  GTGTGATATAGCAGGATTTTGTTCGC
Sps2(-0,25).rv  GGATCGTCATTAGGTATACCC
Sps2 (117).rv  GTTCAACTGGTTCAACATGCTATCC
Sps2 (5).rv  GGCATTTTCTTTTATAGTCTAAGTAATGC

2.7 Quantitative reverse transcriptase PCR (qRT-PCR)

The expression of subtelomeric genes was determined by reverse transcription followed by quantitative real-time PCR. Total RNA from 0.5 OD units of yeast cells was reverse transcribed using Superscript III reverse transcriptase (Invitrogen) according to the manufacturer’s protocol. First-strand cDNA was synthesized using 50 µM oligo(dT)20 in a 20 µl reaction. Quantitative real-time PCR was performed as described for the ChIP experiments. Results are given as expression of subtelomeric genes relative to *SPS2* expression. The oligonucleotide sequences used for qRT-PCR are listed in Table 5.

### Table 5 Oligonucleotides used for gene expression analysis

<table>
<thead>
<tr>
<th>Oligonucleotide</th>
<th>Oligonucleotide sequence (in 5’ to 3’ direction)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOR1.up</td>
<td>GTAGTTTCTAGGAAAGATCGGCG</td>
</tr>
<tr>
<td>SOR1.down(2)</td>
<td>GGCAGCTCTTTAATAGTGTACTTACC</td>
</tr>
<tr>
<td>ACT1 up(2)</td>
<td>GGTGTAGGTTGTTAATACCTCAG</td>
</tr>
<tr>
<td>act2 (1922).rv</td>
<td>CAGCGTGTGGAGAGAAGAG</td>
</tr>
<tr>
<td>COS8.fw</td>
<td>CCATTATACCTCAGAGGTAGTTTTCG</td>
</tr>
<tr>
<td>COS8.rv</td>
<td>CCAGGAAAGGCAAAGAAGTAGAAC</td>
</tr>
<tr>
<td>Sps2 (5).fw</td>
<td>GCCAATTGGAACCCACACACATCTCTCAC</td>
</tr>
<tr>
<td>Sps2 (0,25).rv</td>
<td>GGATCGTTGCAATTAGGTATACCC</td>
</tr>
<tr>
<td>IRC7.fw</td>
<td>CCCCCTCTTTGAGATGTTTTCCTCC = Tel VIR (5).fw</td>
</tr>
<tr>
<td>IRC7.rv</td>
<td>CCCATCGGAAAAATTTTCTCATCC = YFR055W.down</td>
</tr>
<tr>
<td>YCR106W (561).fw</td>
<td>CGCTTACAGAAGAGTTAATACC</td>
</tr>
<tr>
<td>YCR106W (748).rv</td>
<td>CGCTTACAGAAGAGTTAATACC</td>
</tr>
</tbody>
</table>
2.8 Synthetic lethal screen

The synthetic lethal screen with sas2Δ was performed by searching for non-sectoring derivatives of an ade2 ade3 sas2Δ::KanMX strain carrying pADE3-URA3-SAS2 (AEY3533) (Bender and Pringle 1991). Mutants were characterized by genetic crosses, and the mutant gene was cloned by complementation using a LEU2-CEN genomic library. For details, see 3.1.1.

2.9 Yeast genetic assays

Telomeric silencing was tested using either a telomeric ADE2 reporter (Gottschling et al. 1990) or a URA3 reporter system with or without Gal4 binding sites between URA3 and telomeric heterochromatin (Jacobson and Pillus 2004). Strains carrying telomeric ADE2 (Gottschling et al. 1990)) were used to screen for telomeric silencing in wt and rpd3Δ strains. The ADE2 phenotype allowed to visually screen for the strength of silencing by the colony colour, in that cells that stay red (due to the ade2 mutation) effectively repress telomeric ADE2.

Targeted boundary function was tested with a reporter system in that the telomere VII-L was replaced by an URA3 gene and a Gal4 UAS between telomeric heterochromatin and the URA3 reporter (see 3.1.11, (Jacobson and Pillus 2004)). Putative boundary factors were recruited to this construct as Gal4-fusion proteins.

HM silencing was monitored by measuring the mating ability of the candidate strains. For this purpose, 2.5 OD units of the mating test strains AEY264 (MATa his4) and AEY265 (MATa his4) were plated on a YM plate. 1:6-fold serial dilutions of 0.5 OD of the candidate strains were spotted onto the test lawns and incubated for 2 days at 30°C. Since HM derepression leads to pseudodiploid yeast cells with lower mating efficiency (see 1.8.1), the yield of diploid cells was taken as indicator for HM silencing.

2.10 Protein-protein interaction assays

2.10.1 Yeast-two-hybrid assay

Two-hybrid interactions were tested by co-transforming the two-hybrid test strain (AEY1280 or AEY3055) with the bait and prey vectors (pBTM117c + pACT2 or pGAD + pGBD, (James 2001)). The reporter strain(s) contained two reporters under control of the Gal4 promoter, one HIS3 gene and a lacZ reporter. Activation of the HIS3 reporter was tested by plating serial dilutions of the strains on plates lacking histidine and incubating them for two to three days at 30°C. Activation of the lacZ reporter was tested by transferring streaks of the strains on a nitrocellulose membrane (Breeden and Nasmyth 1985). The membrane was then frozen in liquid nitrogen and subjected to the colour reaction using bufferZ + X-Gal (60 mM Na2HPO4, 40 mM NaH2PO4, 10 mM KCl, 1 mM MgSO4, pH 7.0 + freshly added 0.1% X-Gal). Activation of the lacZ gene is given as estimation in tables (- no activation; ++ activation; +++ strong activation).

2.10.2 Co-Immunoprecipitation

Co-immunoprecipitation (CoIP) experiments were used to directly test for protein-protein interactions in vivo. For this purpose, one protein was precipitated from cell extracts and the resulting precipitate was probed for the occurrence or the amount of the other co-precipitated protein. Per CoIP-reaction, 40 OD of yeast cells were lysed.
in 150 mM NaCl, 50 mM Tris-HCl pH 7.6, 0.05% Nonidet-P40, 1 mM DTT, freshly supplemented with protease inhibitors (Roche) and 1 mM PMSF. Cells were disrupted by vortexing with glass beads (0.5 mm in diameter).

2.11 Yeast protein extracts for SDS-PAGE and Western Blotting

Approximately 10 OD of yeast cells were harvested with 3000×g and washed once in PBS+Pi (phosphate buffered solution as described in (Sambrook 1989) supplemented with protease inhibitors, consisting of 1 µg/ml aprotinin, 1 µg/ml leupeptine, 1 µg/ml pepstatine, 1 µg/ml TPCK and 0.2 mM PMSF). Then the cells were resuspended in PBS+Pi, (according to 0.1 OD/µl) and glass beads (0.5mm in diameter) were added slightly below liquid level. Cells were disrupted by vortexing seven times for 30 sec followed by 30 sec incubation on ice. The resulting lysate was mixed with the appropriate amount of 4 x Laemmli buffer, incubated for 5 min at 70°C. Protein extracts were cleared off the glass beads and centrifuged for 10 minutes at 14,000 rpm in a 5417C Eppendorf table top centrifuge. The supernatant was collected and 1.6-16 µl were applied on SDS gels. Alternatively, the samples were stored at -80°C for later analysis.

2.12 SDS-PAGE and Western Blotting

Proteins were separated by SDS-PAGE in Tris-glycine buffer according to standard methods (Laemmli 1970). Transfer to nitrocellulose membranes (Pharmacia) was accomplished by blotting with the BIO-RAD Tank Transfer System with 5.5 mA/cm² in 25 mM Tris; 52 mM glycine; 10% methanol. The nitrocellulose membrane was subsequently blocked for 1 hour at RT in TBS-T, 5% milk (50 mM Tris-HCl pH7.5; 150 mM NaCl; 0.1% Tween-20, 5% milk powder). After incubation over-night at 4°C with the primary antibody (concentrations see below) in TBS-T, 5% milk, the blot was washed 2 times for 5 minutes with TBS-T. It was then incubated with the appropriate secondary antibody (concentrations see below) in TBS-T, 5% milk for 30 to 60 minutes at RT. After washing 4 times for 5 minutes with TBS-T, the Amersham ECLTM Western Blotting Analysis System (GE healthcare) was used to visualize Western blot signals on Amersham Hyperfilm™ ECL chemiluminescence films (GE healthcare).

Anti-epitope antibodies were purchased from Invitrogen (α-myc; 1:5,000) and Sigma (α-HA 1:1000). Secondary antibodies conjugated to horseradish peroxidase were purchased from Sigma (sheep α-mouse; 1:1000 and goat α-rabbit; 1:1000). Antibodies were used for Western blotting in the concentrations as indicated.

2.13 Computational modelling of the Sir3 structure

The sequence of Sir3 of yeast was taken from SwissProt (http://www.expasy.ch/sprot/) and submitted to mGenThreader (McGuffin et al. 2000). The best sequence-structure alignment was obtained between residues 532 and 834 of the sequence of Sir3 and the structure of Cdc6/Cdc18 (Liu et al. 2000), a protein of the AAA+ family. Thus, the molecular structure of Cdc6/Cdc18 was taken from the Protein Databank PDB (Berman et al. 2000), entry 1fin, and used as main template in the structural modelling. The structures of two loops that were not covered by this template were drawn from the structures of Cdc6/ORC from Aeropyrum pernix (Singleton et al. 2004) (PDB entry 1w5s) and the delta’ subunit of the clamp-loader complex of Escherichia coli DNA polymerase III (PDB entry 1a5t). Using these three templates, the structure of residues 532–834 of Sir3 was modelled with Modeller 9v2 (Marti-Renom et al. 2000). The model was visualized using PyMOL (Delano Scientific LLC, San Francisco, CA, USA. Pymol, 2006).
3 Results

3.1 Restriction of heterochromatin spreading by the HDAC Rpd3

3.1.1 Deletion of RPD3 was synthetically lethal in the absence of the histone acetyltransferase complex SAS-I

Posttranslational modifications of histones create an extra level of information that is used by eukaryotic cells to control the level of gene expression. Histone acetylation and the corresponding enzymes, for instance the HAT Sas2, have historically been linked to chromatin opening and therefore are viewed as transcriptional activators. The absence of Sas2 is not lethal to yeast cells, but causes specific defects in HM, telomeric and rDNA silencing (Reifsnyder et al. 1996; Ehrenhofer-Murray et al. 1997). To increase our knowledge about the SAS-I complex, we sought to identify factors that become essential for yeast survival in the absence of Sas2, by performing a synthetic lethal screen with sas2Δ cells. Synthetic lethal screens allow the identification of genetic interactions between factors that share similar biological function. This screen uses the principle that the loss of one factor leads to a mild phenotype, but that the absence of a second parallel pathway causes lethality in the double mutant. To identify factors that were synthetically lethal with sas2Δ, we used an ade2 ade3 sas2Δ::TRP1 strain that carried a pADE3-URA3-SAS2 plasmid (AEY3533) (Bender and Pringle 1991). This strain was transformed with a transposon library to generate random mutations by transposon insertion within the yeast genome. The experimental setup allowed the identification of mutants that were unable to lose the plasmid borne SAS2 gene by a visual screen. Due to the ade2 mutation, cells accumulate an intermediate of the adenine biosynthesis pathway, which is visible as red pigments. Accumulation of the colour is suppressed by an additional ade3 mutation. Therefore, cells that were able to lose the pADE3-URA3-SAS2 plasmid showed white sectors within red colonies, whereas cells that could not lose the SAS2 plasmid stayed red. We found a set of colonies that were unable to lose the pADE3-URA3-SAS2 plasmid, as indicated by red colonies. The inability of one the nonsectoring colonies to lose the pADE3-URA3-SAS2 plasmid was abrogated by transformation of the strain with a pLEU2-SAS2 plasmid but not a pLEU2 control plasmid, indicating that the dependence for the plasmid in this candidate was due to the SAS2 gene. Genetic analysis of this candidate indicated that a recessive mutation caused synthetic lethality with sas2Δ.
To identify the mutation that caused lethality with \textit{sas2Δ} in this candidate, the strain was transformed with a \textit{pLEU2-CEN} plasmid library containing fragments of the yeast genome, and transformants were screened for their ability to lose the \textit{pADE3-URA3-SAS2} plasmid by screening for 5-FOA resistance. One complementing library plasmid was isolated, and the sequence of the genomic insert was determined. This plasmid contained a DNA fragment of chromosome XIV, representing a sequence close to the telomere XIV-L, ranging from the telomeric repeats up to the \textit{PEX6} gene (20 kb away from telomere XIV-L). This sequence contained six genes, including \textit{RPD3}.

To test whether \textit{RPD3} complemented the synthetic lethal defect, a plasmid containing only \textit{RPD3} was constructed and transformed into the candidate strain. Importantly, the candidate strain with this plasmid was able to lose the \textit{pADE3-URA3-SAS2} plasmid, showing that the \textit{RPD3} gene complemented the lethality of the double mutant candidate. This suggested, that mutation of \textit{RPD3} was synthetically lethal in the absence of Sas2 (data not shown).

We further tested whether a complete deletion of \textit{RPD3}, rather than a mutant allele, was synthetically lethal with \textit{sas2Δ} by performing a cross of isogenic strains deleted for \textit{RPD3} and \textit{SAS2}. To this end, W303 yeast strains deleted either for \textit{RPD3} or \textit{SAS2} were crossed, and diploids were sporulated. After dissection of the ascospores, the analysis of the tetrads revealed that strains deleted for both \textit{RPD3} and \textit{SAS2} showed severe growth defects and lethality for most of the double mutants (Figure 7A). At 37°C, \textit{sas2Δ rpd3Δ} cells were fully inviable (not shown). This data demonstrated synthetic lethality between \textit{sas2Δ} and \textit{rpd3Δ} and suggested unexpected parallels in the function of the two enzymes.

Our above results indicated that strains deleted for \textit{RPD3} and \textit{SAS2} were not viable. A further test of this notion would be to inhibit the activity of one enzyme in strains deleted for the other. As a member of the class of NAD\textsuperscript{+}-independent HDACs, Rpd3 can be inhibited by the HDAC inhibitor Trichostatin A (TSA). NAD\textsuperscript{+}-independent HDACs show high TSA sensitivity, whereas other HDACs, most notably the Sir2-like HDACs, are insensitive to TSA (Yoshida et al. 1990; Bernstein et al. 2000). Since \textit{sas2Δ} cells were unable to survive in the absence of Rpd3, we hypothesized that they would also be sensitive to inhibition of Rpd3 by TSA. Significantly, \textit{sas2Δ} cells showed a zone of growth inhibition around TSA-containing filter discs, whereas wild-type (wt) cells were only mildly inhibited at the highest TSA concentration (Figure 7B). This indicated that inhibition of HDACs, including Rpd3, by TSA
was lethal in combination with sas2Δ, further supporting the notion that Rpd3 became necessary for the survival of yeast cells in the absence of Sas2.

Figure 7 The deletion of RPD3 was lethal in the absence of Sas2. (A) Tetrad dissection of a cross between isogenic sas2Δ and rpd3Δ strains. The four tetrads from one ascospore were dissected in vertical lines. Cells were grown for two days at 30°C and photographed. The genotype of the two enlarged tetrads is indicated, showing a strong synthetic growth defect and lethality of the sas2Δ rpd3Δ double deletion. wt, wildtype. (B) Growth inhibition of sas2Δ cells in the presence of the HDAC inhibitor Trichostatin A (TSA). Filter discs with increasing amounts of TSA (DMSO control in the upper row; 16, 12 and 8 μg of TSA in the lower row) were placed on lawns of 2x10^5 cells of a wt or sas2Δ strain. Plates were incubated for one day at 30°C.

3.1.2 The catalytic activity of the SAS-I complex was required for the survival of rpd3Δ cells

Sas2 belongs to the class of the MYST family HATs and thus contains two recognizable protein motifs, an acetyl-CoA binding site and an atypical zinc finger. Mutations in the acetyl-CoA binding site (P213A/P214V, HAT−) or the zinc finger (C106L, Zn−) lead to the loss of Sas2 function (Meijsing and Ehrenhofer-Murray 2001). To test whether the lethality between sas2Δ and rpd3Δ depended on the catalytic activity of Sas2, we asked if catalytically inactive versions of Sas2 were able to support the growth of sas2Δ rpd3Δ strains. Therefore, sas2Δ rpd3Δ strains containing a wt copy of SAS2 on URA3-marked plasmids were transformed with integrating versions of SAS2 (SAS2 wt, sas2 mutated in the acetyl-CoA binding site (P213A/P214V, HAT−) or sas2 mutations in the zinc finger (C106L, Zn−). Remarkably, only strains carrying wt SAS2 were able to lose the pURA3-SAS2 plasmid on URA3-
counterselective medium containing 5-fluoro-orotic acid (5-FOA) (Figure 8). This indicated that both the acetyl-CoA binding motif and the zinc finger were required to prevent lethality of \( sas2\Delta \) with \( rpd3\Delta \), suggesting that the lethality depended on the catalytic activity of Sas2.

**Figure 8** The lethality between \( sas2\Delta \) and \( rpd3\Delta \) depended on the catalytic activity of Sas2. A \( sas2\Delta \) \( rpd3\Delta \) strain carrying \( pURA3\)-\( SAS2 \) (AEY 3923) was transformed with additional \( sas2 \) alleles on \( HIS3\)-marked integrating plasmids. Cells were grown on minimal plates (YM, growth assay) and on plates containing the \( URA3\)-counterselective compound 5-FOA to select against \( URA3 \) plasmids. Cells were grown for two days at 30°C.

### 3.1.3 The lethality between \( rpd3\Delta \) and \( sas2\Delta \) depended on the whole SAS-I complex

The SAS-I complex, consists of the subunits Sas2, Sas4 and Sas5 (Meijsing and Ehrenhofer-Murray 2001; Osada et al. 2001; Sutton et al. 2003). To test if the whole SAS-I complex is involved in the lethality between SAS-I and Rpd3, we tested whether \( rpd3\Delta \) was also lethal with \( sas4\Delta \) or \( sas5\Delta \). Isogenic crosses, followed by tetrad dissection and analysis of the outcoming strains, revealed that \( sas4\Delta \) and \( sas5\Delta \) were also synthetically lethal with \( rpd3\Delta \), thus showing that the whole SAS-I complex was involved in the lethality with \( rpd3\Delta \) (Figure 9).

**Figure 9** Synthetic lethality between \( rpd3\Delta \) and \( sas4\Delta \) or \( sas5\Delta \). Tetrad dissection of a cross of \( sas4\Delta \) or \( sas5\Delta \) with an \( rpd3\Delta \) isogenic W303 strain. The four spores from individual asci were aligned in vertical lines. Double mutants are marked with circles.
3.1.4 The lethality between rpd3Δ and sas2Δ involved the Rpd3 (L) complex

The HDAC Rpd3 is present in the two functionally and structurally distinct complexes, Rpd3 (L) and Rpd3 (S) (Carrozza et al. 2005; Keogh et al. 2005). Rpd3 (L) is targeted to gene promoters, thus establishing promoter deacetylation and gene silencing, whereas Rpd3 (S) prevents intragenic transcription via deacetylation of histones within the body of genes (Carrozza et al. 2005; Keogh et al. 2005). Therefore, we next asked which of the two complexes was involved in the lethality with sas2Δ. To this end, we tested dep1Δ and sds3Δ (components of Rpd3 (L)) and rco1Δ and eaf3Δ (components of Rpd3 (S)) for lethality in the absence of Sas2, by performing isogenic crosses followed by dissection and analysis of the tetrads or by selecting against pURA3-SAS2 on URA3-counterselective 5-FOA plates.

Figure 10 Synthetic lethality between the Rpd3 (L) and the SAS-I complex.
(A) Tetrad dissection of a cross between sas2Δ and deletions of components of the Rpd3 (L) complex, represented by sds3Δ, and the Rpd3 (S) complex, represented by rco1Δ. Synthetic growth defects are compared to the effect of rpd3Δ. Double mutants are indicated. (B) The lethality between rpd3Δ and sas2Δ was specific for the Rpd3 (L) complex. sas2Δ cells with pURA3-SAS2 and additional deletions of RCO1, SDS3 or both were incubated on supplemented minimal medium (YM) or on URA3-counterselective 5-FOA medium to select against pURA3-SAS2. (C) set2Δ did not cause synthetic lethality in sas2Δ. Cells were tested as in (B). The experiments in (B) and (C) are courtesy of Prof. Ann Ehrenhofer-Murray.
Significantly, we found defects when \textit{sas2}\textDelta was combined with the absence of Rpd3 (L) components, \textit{sds3}\textDelta and \textit{dep1}\textDelta (Figure 10A-B, Table 6). Conversely, we observed no defects of \textit{sas2}\textDelta \textit{rco1}\textDelta or \textit{sas2}\textDelta \textit{eaf3}\textDelta (Figure 10A-B, Table 6, components of Rpd3 (S)), and deletion of \textit{RCO1} did not exacerbate the growth defect of \textit{rpd3}\textDelta \textit{sds3}\textDelta cells, suggesting that the synthetic lethality of \textit{rpd3}\textDelta \textit{sas2}\textDelta double mutants was caused by the absence of the Rpd3 (L) complex. However, the growth defect of \textit{sas2}\textDelta \textit{sds3}\textDelta (or \textit{dep1}\textDelta) cells was less pronounced than for \textit{sas2}\textDelta \textit{rpd3}\textDelta cells (Figure 10A), suggesting that the deletion of \textit{SDS3} or \textit{DEP1} did not have the same impact on the activity of the Rpd3 (L) complex as the absence of the catalytic subunit Rpd3.

Histone methylation by Set2 recruits Rpd3 (S) to the body of genes to prevent intragenic transcription (Keogh et al. 2005), but Set2 also has Rpd3 (S)-independent functions at telomere boundaries (Tompa and Madhani 2007). However, \textit{set2}\textDelta did not cause a growth defect in \textit{sas2}\textDelta cells (Figure 10C), indicating that neither of the two Set2 functions were involved in the synthetic lethality between \textit{sas2}\textDelta and \textit{rpd3}\textDelta, and further supporting the notion that the lethality between \textit{rpd3}\textDelta and \textit{sas2}\textDelta involves the Rpd3 (L) complex.

### 3.1.5 The lethality between \textit{rpd3}\textDelta and \textit{sas2}\textDelta was specific for those two enzymes

The observation of combined lethality between the absence of a HAT and an HDAC raised the question whether this lethality was specific for \textit{sas2}\textDelta and \textit{rpd3}\textDelta, or whether the lethality was caused by a general imbalance in histone acetylation or transcriptional misregulation. The latter case might be caused by defects in transcriptional regulation in the absence of one activating and one repressive mechanism. If this were the case, the deletion of another HAT might be able to phenocopy the effect of \textit{sas2}\textDelta, and thus be synthetically lethal with \textit{rpd3}\textDelta. To this end, we tested other HAT deletions for lethality in the absence of Rpd3 by performing crosses of isogenic yeast strains deleted for \textit{RPD3} with a strain deleted for another HAT. Since Sas2 belongs to the class of MYST family HATs (Carrozza et al. 2003), other HATs belonging to this class, Esa1 and Sas3, are putative candidates for phenocopying \textit{sas2}\textDelta. As a component of the NuA4 complex, Esa1 primarily acetylates histone H4 (Smith et al. 1998a; Clarke et al. 1999), whereas Sas3, a component of the NuA3 complex, preferentially acetylates histone H3 (John et al. 2000). However, neither disruption of \textit{SAS3}, nor a mutation in \textit{ESA1} showed a growth defect in combination with the absence of Rpd3 (Table 6),
suggesting that the lethality between \textit{sas2}Δ and \textit{rpd3}Δ was not a simple property of the loss of a MYST family HAT in \textit{rpd3}Δ cells.

Beyond the MYST family of HATs, subunits of the SAGA complex (with Gcn5 as the catalytic subunit), an example for the so-called GNAT (Gcn5 related) family of HATs, have been investigated for synthetic genetic interactions. Curiously, one study reported a synthetic growth defect between \textit{rpd3}Δ and \textit{spt3}Δ or \textit{spt8}Δ, which are SAGA components (Keogh et al. 2005). In contrast, another study reported no evident growth defect for an \textit{rpd3}Δ \textit{gcn5-21} strain (Burgess et al. 1999). Therefore it seems that synthetic genetic interactions between \textit{rpd3}Δ and SAGA are not strong and may depend on differences in strain backgrounds.

\begin{table}
\centering
\caption{Summary of synthetic genetic interactions between HATs and HDACs}
\begin{tabular}{llll}
\hline
Deleted genes & Protein function & Viability of double mutants with \textit{sas2}Δ & \textit{rpd3}Δ \\
\hline
\textit{RPD3} & HDAC & - & / \\
\textit{SDS3} & subunit of Rpd3 (L) & (-) & + \\
\textit{DEP1} & & (-) & + \\
\textit{RCO1} & subunit of Rpd3 (S) & + & + \\
\textit{EAF3} & & + & ND \\
\textit{SAS2} & subunit of SAS-I & / & - \\
\textit{SAS4} & & + & - \\
\textit{SAS5} & & + & - \\
\textit{SAS3} & HAT & + & + \\
\textit{ESA1} & & + & + \\
\textit{HAT1} & HAT-B & + & + \\
\textit{SIR2} & HDAC & + & + \\
\textit{HST1} & & + & ND \\
\textit{HST2} & & + & + \\
\textit{HST3} & & + & ND \\
\textit{HST4} & & + & ND \\
\textit{HOS1} & & + & ND \\
\textit{HOS2} & & + & ND \\
\textit{HOS3} & & + & ND \\
\textit{HDA1} & & + & ND \\
\hline
\end{tabular}
\end{table}

\textit{esa1} L327S \textit{ts} allele (Clarke et al. 1999); ND, not determined; / not applicable; +, double mutants viable; -, double mutants not viable

Another member of the GNAT family of HATs is the cytoplasmatic HAT1 complex (Parthun et al. 1996; Ruiz-Garcia et al. 1998). HAT1 is classified as a HAT-B complex and mainly
acetylates free histones prior to their incorporation into chromatin (Parthun et al. 1996). We found that a deletion of HAT1 was not synthetically lethal with rpd3Δ (Table 6).

Altogether, none of the tested HAT deletions except sas2Δ were synthetically lethal in the absence of Rpd3 (Table 6), indicating that the lethality in the absence of these two factors was specific for sas2Δ.

In a next set of experiments, we asked whether the lethality between sas2Δ and rpd3Δ was specific for rpd3Δ, or whether other HDACs showed lethality with sas2Δ. This was done by testing whether other HDAC deletions were synthetically lethal with sas2Δ. The HDACs are classified into different families that are distinguished by the requirement for NAD+ as a cofactor (see Introduction). Rpd3 belongs to the class of NAD+-independent HDACs, such that we first asked whether the lethality between sas2Δ and rpd3Δ might be a property of the loss of an NAD+-independent deacetylase. However, none of the deletions of known NAD+-independent HDAC (hos1Δ, hos2Δ, hos3Δ, hda1Δ) were lethal with sas2Δ (Table 6). Furthermore, no deletion within the class of NAD+-dependent HDACs (sir2Δ, hst1Δ, hst2Δ, hst3Δ, hst4Δ) was lethal with sas2Δ, indicating that the lethality between sas2Δ and rpd3Δ was specific for these two enzymes and was not due to a general imbalance between acetylation and deacetylation activities.

3.1.6 rpd3Δ and sas2Δ changed subtelomeric gene expression

Histone acetylation is generally described as being linked to chromatin opening, whereas histone deacetylation is thought to act as a condensing mechanism, thus leading to heterochromatin formation. The observation that the simultaneous loss of an opening and a condensing factor is lethal to yeast cells is counterintuitive, because a synthetic lethal screen is generally used to reveal genetic interactions between factors that share the same or similar biological functions. Sas2 functions in the restriction of telomeric heterochromatin spreading by acetylation of H4K16 (Kimura et al. 2002; Suka et al. 2002). Deletion of SAS2 leads to spreading of SIR proteins towards centromere proximal region, which causes repression of subtelomeric genes (Kimura et al. 2002; Suka et al. 2002). Therefore, the observation of synthetic lethality between sas2Δ and rpd3Δ suggested a role for Rpd3 in the regulation of heterochromatin formation, similar to that of Sas2. If this were the case, the expression of subtelomeric genes should also be repressed by rpd3Δ. Conversely, because HDACs are generally correlated with gene repression, one would expect increased gene expression in
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In contrast to the general expectation, it was found more than ten years ago that deletion of RPD3 leads to improved silencing at telomeres in Drosophila (De Rubertis et al. 1996), as well as in yeast (Sun and Hampsey 1999). To evaluate the effects of sas2Δ or rpd3Δ on gene expression, we compared the gene expression profile of sas2Δ cells (M. Horikoshi, personal communication) with the profile of rpd3Δ cells (downloaded from the yeast expression database: http://salt2.med.harvard.edu/cgi-bin/ExpressDByeast/). To this end, we chose genes from the microarray data that were up- or downregulated by more than 50% in both strains. We plotted the resulting 47 genes in a graph that compares the effects of sas2Δ with the effect of rpd3Δ. In contrast to the general expectation, genes were not globally downregulated upon loss of the HAT Sas2 or globally upregulated upon loss of the HDAC Rpd3 (Figure 11). Significantly, the genes that were downregulated in sas2Δ as well as in rpd3Δ cells, were subtelomeric genes or genes close to HMR (YCR099C) (Figure 11). This showed that rpd3Δ had similar effects on telomeric gene expression as compared to the effects of sas2Δ, suggesting an unexpected role for Rpd3 in the prevention of downregulation, rather than assistance in downregulation of genes adjacent to heterochromatin.

Figure 11 Subtelomeric genes showed similar expression profiles in sas2Δ and rpd3Δ cells.
The microarray data from yeast cells deleted for RPD3 or SAS2 were compared (rpd3Δ, data from yeast expression database, http://salt2.med.harvard.edu/cgi-bin/ExpressDByeast/; sas2Δ, gift from M. Horikoshi). The diagram shows the x-fold expression in rpd3Δ cells compared to the x-fold expression in sas2Δ cells for the respective genes. Genes indicated, are at least 50% up- or downregulated in sas2Δ and rpd3Δ cells. Subtelomeric genes are highlighted in red.
3.1.7 The lethality between *rpd3Δ* and *sas2Δ* was suppressed by *sir2Δ*, *sir3Δ*, and *sir4Δ*

The experiments above suggested a function for Rpd3 in restricting SIR proteins to heterochromatin, similar to that of the SAS-I complex (Kimura et al. 2002; Suka et al. 2002). Thus, the parallel loss of two restricting activities might enhance mislocalization of SIR proteins. The combined effect of SIR spreading by *rpd3Δ* and *sas2Δ* might be increased to a degree that is lethal to the cells. If this were the case, then relieving telomeric silencing by deleting one of the SIR components should abrogate the *sas2Δ rpd3Δ* lethality. To this end, we performed isogenic crosses that revealed that *sas2Δ rpd3Δ sir2Δ* strains were fully viable, even at 37°C (data not shown), indicating that the synthetic lethality of *sas2Δ rpd3Δ* strains was abrogated by *sir2Δ*. To test whether the suppression of lethality involves the whole SIR-complex, we tested the ability of *sas2Δ rpd3Δ* cells additionally deleted for *SIR1, SIR2, SIR3* or *SIR4*, to lose a *URA3*-marked *pURA3-SAS2* plasmid on *URA3* counterselective 5-FOA media. Remarkably, double mutant *sas2Δ rpd3Δ* strains were only able to lose the *SAS2* plasmid if *SIR2, SIR3* or *SIR4* was additionally deleted (Figure 12A, Table 7). This showed that the deletion of *SIR2, SIR3* or *SIR4* completely suppressed the *sas2Δ rpd3Δ* lethality, indicating that the inability of these strains to grow was caused by inappropriate SIR spreading to a degree that is lethal to the cells.

In line with this, the growth inhibition of *sas2Δ* cells by TSA (Figure 9B) was abrogated in *sas2Δ sir2Δ* cells (data not shown), suggesting that the growth inhibition of *sas2Δ* cells in the presence of TSA was also caused by inappropriate SIR spreading.

Binding of the SIR complex to the telomeres depends on the acetylation state of histones, in particular H4 K16 (Rusche et al. 2003). In fact, binding of Sir3 is strongest to deacetylated histone H4 tails (Liou et al. 2005). Since mutations of critical residues within histones abrogate silencing (Meijsing and Ehrenhofer-Murray 2001), one could speculate that this effect might suppress the *sas2Δ rpd3Δ* lethality comparable to *sir2Δ*. Indeed, mutation of the lysine residues to glutamine, which mimics acetylated state, resulted in suppression of the lethality between *rpd3Δ* and *sas2Δ*. The same was seen for mutations within the H3 tail (Figure 13), suggesting that factors that reduce binding of the SIR complex to the subtelomeric regions, through acetylation as well as through mutation of histones, are able to suppress the *sas2Δ rpd3Δ* lethality.
Figure 12 The lethality between $sas2\Delta$ and $rpd3\Delta$ was suppressed by $sir2\Delta$, $sir3\Delta$ and $sir4\Delta$.  
(A) $sas2\Delta$ $rpd3\Delta$ strains with pURA3-SAS2 (AEY 3923) were additionally deleted for SIR1, SIR2, SIR3 or SIR4. Cells were grown on minimal plates (YM, growth assay) and on plates, containing the URA3-counterselective 5-FOA to select against URA3 plasmids. Cells were grown for two days at 30°C. (B) Catalytic inactive Sir2 is unable to cause the lethality between $sas2\Delta$ and $rpd3\Delta$. A $sas2\Delta$ $rpd3\Delta$ $sir2\Delta$ strain with pURA3-SAS2 (AEY3931) was transformed with the indicated additional SIR2 alleles on LEU2 marked plasmids. Cells were grown as in A.

Interestingly, the H4 K16R also suppressed the lethality between $rpd3\Delta$ and $sas2\Delta$. This seemed counterintuative because a K16R mutation, that is generally used to mimic deacetylation, exhibits the same effect on silencing as the SAS2 deletion and supposedly represents the acetylation state that is generated by Sir2 itself. In contrast to this assumption, K16R leads to loss of telomeric and HM silencing (Meijsing and Ehrenhofer-Murray 2001). This suggests that an arginine residue is not a functionally equivalent to a deacetylated lysine. In contrast to H4 K16, single or double mutations within other lysine within the histone tails did not abrogate the $sas2\Delta$ $rpd3\Delta$ lethality, suggesting that the impact of these residues on SIR binding is not as significant as the influence of H4 K16.

Taken together, these experiments showed that mutations that abrogate SIR dependent repression suppressed the lethality between $sas2\Delta$ and $rpd3\Delta$, further strengthening the notion that the lethality was caused by mislocalized SIR proteins.

Histone deacetylation through Sir2 involves consumption of NAD$^+$ as a cofactor (Imai et al. 2000) and binding of NAD$^+$ to a binding pocket (Zhao et al. 2003). In fact, mutation of N345A, which is located within this binding pocket (Zhao et al. 2003), abrogates the
deacetylation activity of Sir2 (Imai et al. 2000). To test whether the lethality of \( sas2\Delta rpd3\Delta \) strains depended on the Sir2 deacetylation activity, we asked if this catalytically inactive mutant of Sir2 (\( \text{sir2-N345A} \)) was able to restore the \( sas2\Delta rpd3\Delta \) lethality in a \( sas2\Delta rpd3\Delta \) \( \text{sir2}\Delta \) strains. Significantly, \( \text{sir2-N345A} \) was unable to do so (Figure 12B), indicating that the ability of the SIR complex to cause this lethality required the enzymatic activity of Sir2.

![Figure 13](image)

**Figure 13** Suppression of the lethality between \( sas2\Delta \) and \( rpd3\Delta \) by histone mutants. Yeast strains deleted for \( \text{SAS2, RPD3} \) and the wt histone genes were selected for the indicated histone mutants (see Material & Methods for details). To indicate growth differences between the mutants, cell were grown for two days on YPD at 34°C after the selection.

Next, we wanted to know whether the suppression of the \( sas2\Delta rpd3\Delta \) lethality was specific to disruption of the telomeric SIR complex. Sir2 has four homologs in \( S. \text{cerevisiae} \), of which Hst2 has been described to have similar substrate specificity as Sir2, namely H4 K16 (Vaquero et al. 2006). In contrast to Sir2, Hst2 and the human Hst2 homolog SirT2 are located in the cytoplasm during most of the cell cycle, except during mitosis (Vaquero et al. 2006). Since the specificity of Sir2 and Hst2 is similar, we asked whether \( \text{hst2}\Delta \) was also able to suppress the growth inability of \( sas2\Delta rpd3\Delta \) cells. However, this was not the case (Table 7), showing that the suppression was specific to Sir2.

The formation of heterochromatin is accompanied by chromatin compaction. Therefore, we asked whether deletions of compacting factors like the yeast linker histone (Hho1) or other SIR recruiting factors (Ku70) may reduce the SIR dependent repression of subtelomeric genes and therefore also suppress the lethality between \( sas2\Delta \) and \( rpd3\Delta \). However, neither \( \text{hho1}\Delta \) nor \( \text{hdf1}\Delta \) (the gene encoding yeast Ku70) were able to restore the growth of \( rpd3\Delta sas2\Delta \) strains (Table 7).
Deletion of RPD3 causes higher global acetylation of H4 K5 and H4 K12 (Robyr et al. 2002), acetylation sites that are established by the cytoplasmatic HAT Hat1, which acetylates free histones prior to their incorporation into chromatin (Ruiz-Garcia et al. 1998). To ask if a loss of cytoplasmatic H4K5 and H4K12 acetylation in hat1Δ cells might be able to suppress the lethality of sas2Δ rpd3Δ strains, we tested the viability of sas2Δ rpd3Δ hat1Δ cells.

Significantly, the additional hat1Δ was not able to restore the growth of sas2Δ rpd3Δ cells (Table 7), suggesting that the lethality between sas2Δ and rpd3Δ was not caused by a simple change in H4K5 and H4K12 acetylation levels.

Heterochromatic regions under control of SIR include the telomeres, the mating-type loci (HML and HMR) and rDNA loci (see Introduction). Since SIR deletions also cause a change in cell type and cause HM derepression (Rusche et al. 2003), it was also possible that this rather than a loss of telomeric silencing was responsible for the suppression. HM silencing requires an additional subunit of the SIR complex, Sir1 (Rine et al. 1979). If the suppression is due to a loss of HM silencing, sir1Δ should also abrogate the lethality between sas2Δ and rpd3Δ. However, the deletion of SIR1, which affects HM but not telomeric silencing, did not suppress the lethality (Figure 12, Table 7). Another possibility to test whether the suppression of the sas2Δ rpd3Δ lethality through SIR deletion is caused by a change in the cell type is to delete the respective HM locus that causes this change (HML in MATa, or HMR in MATα cells). Significantly, deletion of HMR in a MATα sas2Δ rpd3Δ sir2Δ strain, which reverses the pseudo-diploid cell type, did not abrogate the viability of the strain (Table 7), demonstrating that the SIR-dependent repression was not due to cell-type effects and that the sas2Δ rpd3Δ lethality was caused by SIR proteins spreading into subtelomeric regions.

**Table 7** Suppression of the lethality between sas2Δ and rpd3Δ

<table>
<thead>
<tr>
<th>Deleted genes</th>
<th>Protein function</th>
<th>Viability of triple mutants with sas2Δ rpd3Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIR1</td>
<td>subunit of SIR at HM loci</td>
<td>-</td>
</tr>
<tr>
<td>SIR2</td>
<td>catalytic subunit of SIR</td>
<td>+</td>
</tr>
<tr>
<td>SIR3</td>
<td>essential subunit of SIR</td>
<td>+</td>
</tr>
<tr>
<td>SIR4</td>
<td>essential subunit of SIR</td>
<td>+</td>
</tr>
<tr>
<td>HST2</td>
<td>HDAC, Sir2 homolog</td>
<td>-</td>
</tr>
<tr>
<td>HAT1</td>
<td>HAT-B</td>
<td>-</td>
</tr>
<tr>
<td>HDF1</td>
<td>yeast Ku 70</td>
<td>-</td>
</tr>
<tr>
<td>HHO1</td>
<td>linker histone</td>
<td>-</td>
</tr>
<tr>
<td>HMR</td>
<td>silent mating-type locus</td>
<td>-</td>
</tr>
</tbody>
</table>

* esa1 L327S ts allele (Clarke et al. 1999); +, double mutants viable; -, double mutants not viable
In summary, these experiments showed that the lethality between \textit{sas2}\textDelta and \textit{rp}d\textDelta was due to increased SIR-dependent repression of subtelomeric regions and further suggested that Rpd3, as Sas2, exerted a boundary function at telomeres.

### 3.1.8 \textit{rp}d\textDelta caused increased SIR spreading at telomeres

Our above results suggested that the deletion of \textit{RPD3} caused increased spreading of SIR complexes into subtelomeric regions. If this were the case, physical enrichment of SIR-proteins should be detectable in Chromatin immunoprecipitation (ChIP) experiments. To this end, we measured Sir2 levels at the telomeres in ChIPs with antibodies against myc-tagged Sir2 in \textit{rp}d\textDelta and \textit{sas2}\textDelta compared to wt at the telomere VI-R region. The absence of Rpd3 lead to more Sir2 protein bound to telomeres and the presence of more Sir2 in centromere-proximal regions (Figure 14).
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**Figure 14** Sir2 was mislocalized to subtelomeric regions in the absence of Rpd3. (A) Sir2 binding at the right telomere of chromosome VI is shown as enrichment in ChIP experiments relative to the input DNA. The amount of enrichment is given as a function of the distance to the telomere end in kbs in strains with the indicated genotype. ChIPs were performed with antibodies against myc-tagged Sir2. Error bars give standard deviations (see Material & Methods). (B) Schematic representation of the telomere VI-R with ORFs and fragments amplified in quantitative real-time PCR is shown in the lower panel.

In \textit{sas2}\textDelta cells, SIR proteins are less enriched at the telomere ends, but rather are shifted to more centromere-proximal regions. At 0.5 kb, less Sir2 was bound than in wt, but at 2.5 kb in \textit{sas2}\textDelta cells, more Sir2 was enriched than in \textit{rp}d\textDelta (Figure 14). Thus, the effect of \textit{rp}d\textDelta was distinct from that of \textit{sas2}\textDelta, in that \textit{rp}d\textDelta led to enrichment of SIR proteins, whereas \textit{sas2}\textDelta led to a shift of Sir2 towards centromere-proximal sequences and less Sir2 at sequences close
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to the telomere ((Kimura et al. 2002; Suka et al. 2002), Figure 14). This was in agreement with the observation that sas2Δ causes a loss of silencing at reporter genes inserted close to the telomere (Reifsnnyder et al. 1996; Meijsing and Ehrehofer-Murray 2001), whereas rpd3Δ causes improved silencing (De Rubertis et al. 1996). This indicates that the observed effects of subtelomeric repression in rpd3Δ cells might be due to SIR spreading. Thus, our data showed that Rpd3 was required to restrict Sir2 levels and localization to sequences closest to the telomere. Importantly, the ability of SIR proteins to spread in rpd3Δ was not due to increased Sir2 or Sir3 expression in rpd3Δ cells (as measured by immunoblotting for Sir2 and RT-PCR for Sir2 and Sir3 (Figure 15)).

**Figure 15** The expression of Sir proteins was not increased in the absence of Rpd3.
(A) Level of Sir2 protein in rpd3Δ cells compared to wt as shown by Western blotting of myc-tagged Sir2 protein. The amount of cell extract loaded is given as OD units. (B) Amount of Sir2 and Sir3 transcripts as measured by qRT-PCR in rpd3Δ cells compared to wt. The diagram shows the amount of cDNA as X-fold expression level relative to ACT1. Error bars give standard deviations of at least three PCR analyses from at least two independent experiments.

### 3.1.9 rpd3Δ caused increased silencing in subtelomeric regions by SIR spreading

The latter analysis revealed an enrichment of Sir proteins in subtelomeric regions in rpd3Δ cells, suggesting that SIR spreading caused repression at subtelomeric ORFs, similar to what is seen in sas2Δ cells (Kimura et al. 2002; Suka et al. 2002). To ask whether SIR spreading in
rpΔ strains is coupled to gene repression, we first asked if a telomeric ADE2 reporter was repressed in the absence of Rpd3. In agreement with previous reports (Sun and Hampsey 1999), loss of RPD3 led to more red colonies. This indicated that rpΔ led to repression of the telomeric ADE2 gene, thus revealing the red colour, typical for ade2 strains (Figure 16A).

Figure 16 Subtelomeric genes were repressed in rpΔ cells in a SIR-dependent fashion. (A) Telomeric ADE2 was repressed in rpΔ strains. wt and rpΔ strains carrying telomeric ADE2 were grown for two days at 30°C. Expression of ADE2 is shown as white sector within one colony. Red colonies correspond to improved silencing of the ADE2 gene. (B) Rpd3-dependent repression of subtelomeric genes. The upper row of diagrams shows the amount of cDNA of selected subtelomeric genes in the indicated strains as X-fold expression level relative to SPS2. The location and distance of the selected genes at their telomere is indicated. Error bars give standard deviations of at least three PCR analyses from at least two independent reverse transcriptase reactions. The lower row of diagrams shows the amount of Sir2 at the respective regions and is represented as in Figure 14.

Furthermore, we tested the expression level of subtelomeric genes in rpΔ cells by reverse transcription of RNA followed by quantitative real-time PCR analysis. The telomere VI-R shows a relatively low gene density and additionally, however, most of the genes at Tel VI-R (YFR057W, YFR056C or YFR054C) revealed to be expressed at very low levels, where no significant amount of mRNA could be measured or they were no true genes. Thus, we extended our analysis to genes on other chromosomes representing different distances to their
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telomere end. We tested six genes that represent regions where more Sir2 is enriched in \( rpd3\Delta \) (close to the telomeres) or regions where more Sir2 is bound in \( sas2\Delta \) (approx. 2.5 to 5 kb away from the telomere). Genes closest to the telomeres, like \( COS8 \) (1 kb from Tel VIII-L) or \( YCR106W \) (3 kb from Tel III-R) showed strong repression in \( rpd3\Delta \) cells, whereas \( IRC7 \) (5 kb from Tel VI-R) showed stronger repression in \( sas2\Delta \) cells (Figure 16B). All repression effects were abrogated by additional \( SIR2 \) deletion, indicating that the repression was due to more SIR proteins mislocalized to the respective regions.

Significantly, \( SOR1 \) (8 kb from Tel X-R), \( HXK1 \) (15 kb to Tel VI-R) and \( YDR541C \) (5 kb from Tel IV-R) were as strongly repressed in \( rpd3\Delta \) cells as in \( sas2\Delta \) cells (Figure 16B), indicating that in regions were the SIR proteins were not so severely enriched, the genes are not so dramatically downregulated. In general, the gene expression reflected the amount of SIR proteins bound, i.e. the more SIR was bound the more the gene became repressed (Figure 16B). This showed that SIR spreading in \( rpd3\Delta \) cells caused increased repression of subtelomeric genes. Thus, Rpd3 was required to prevent inappropriate gene repression in subtelomeric regions by delocalized SIR complexes.

3.1.10 Subtelomeric acetylation was reduced in \( rpd3\Delta \) cells

Since the repression of subtelomeric genes in \( rpd3\Delta \) cells is due to the spreading of SIR proteins, this raises the question whether the histone acetylation in these regions is changed by the presence of more SIR proteins. Generally, the encroachment of SIR silencing complexes into euchromatin is associated with chromatin deacetylation through the HDAC activity of Sir2 (Rusche et al. 2003). Thus, SIR spreading in \( rpd3\Delta \) cells may cause less acetylation in subtelomeric regions. In contrast to this, Rpd3 has a global acetylation activity, and loss of Rpd3 leads to global increases in H4 K5 and K12 acetylation (Vogelauer et al. 2000). It was therefore difficult to predict how \( rpd3\Delta \) proteins would influence telomeric acetylation patterns. To test this, we performed ChIP experiments using antibodies against acetylated lysines of H4. In agreement with general higher acetylation in \( rpd3\Delta \) cells, H4K5 and H4K16 became more acetylated for the majority of regions tested (Figure 17). In contrast to this, H4K12 became less acetylated at the telomeres in \( rpd3\Delta \) cells (Figure 17). These experiments suggested a direct influence of Rpd3 on telomeric acetylation levels.

The latter experiments showed that the loss of Rpd3 changes telomeric acetylation. However, this influence was a mixture of higher acetylation, as expected for the loss of an HDAC, and
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lower acetylation, contrary to increased acetylation in *rpd3Δ* cells. This suggested that acetylation in the latter case was influenced by Sir2 spreading into subtelomeric regions. To ask whether the inappropriate presence of Sir2 influences acetylation at subtelomeres in *rpd3Δ* cells, we measured acetylation levels after disruption of *SIR2*. Significantly, the deletion of *SIR2* abrogated the lower H4K12 acetylation at telomeres in *rpd3Δ* cells (Figure 18), indicating that the decrease in histone acetylation in *rpd3Δ* cells was caused by SIR proteins spreading into the region.

In summary, this analysis revealed that the chromatin acetylation pattern at telomeres in *rpd3Δ* cells was the result of two conflicting activities, namely chromatin deacetylation by spreading SIR complexes and the global increase of acetylation in the absence of Rpd3.

**Figure 17** Subtelomeric acetylation is reduced in *rpd3Δ* cells.
(A) Histone acetylation at the right telomere of chromosome VI is shown as ratio from ChIP experiments with anti acetyl lysine antibodies relative to the amount of H4. The amount of acetylation is given as a function of the distance to the telomere end in kbs in wt and *rpd3Δ* strains. ChIPs were performed with antibodies against acetylated lysines and α-H4. Error bars give standard deviations (see Material & Methods). (B) Schematic representation of the telomere VI-R with ORFs and fragments amplified in quantitative real-time PCR.

**Figure 18** Subtelomeric acetylation was influenced by SIR. Histone acetylation at Tel VI-R in *sir2Δ* and *rpd3Δ sir2Δ* cells, compared to wt, shown as in Figure 17.
3.1.11 Targeted Rpd3 established a boundary at telomeres

Our above results suggested that Rpd3 was required to restrict SIR proteins to the telomeres and thus had a boundary function. As a further, stringent test of this notion, we wished to determine whether Rpd3 was capable of creating a boundary when targeted to a normally silenced gene. To this end, we used a reporter system at telomere VII-L. In this assay, the spreading of telomeric heterochromatin into centromere-proximal regions causes repression of the integrated URA3 gene, resulting in the ability to grow on 5-FOA. Conversely, tethering of a boundary element to the Gal4 binding sequence between the telomere and URA3 stops the spreading of telomeric heterochromatin, resulting in subtelomeric URA3 expression and inability to grow on 5-FOA (Figure 19, schematic representation) (Jacobson and Pillus 2004).

To test whether Rpd3 had the ability to actively create a boundary between telomeric heterochromatin and subtelomeric URA3, we fused Rpd3 to the Gal4 DNA binding domain (GBD-Rpd3) and monitored URA3 expression. Importantly, when a Gal4 binding site was present between the telomere and the reporter, the expression of a GBD-Rpd3 fusion disrupted URA3 silencing as measured by the inability of the strain to grow on 5-FOA medium, whereas the expression of GBD alone caused URA3 to be silenced by telomeric heterochromatin (Figure 19). The effect of GBD-Rpd3 depended upon the presence of the Gal4 binding site, showing that the loss of silencing was not due to a targeting-independent effect of GBD-Rpd3 (Figure 19). Furthermore, the effect of targeting GBD-Rpd3 was not a complete loss of silencing, as compared to the complete loss of silencing after SIR2 or SIR3 deletion in this assay (data not shown).

**Figure 19** Tethered Rpd3 created a boundary at the telomere.

Cells with URA3 inserted at TEL VII-L and with (+UAS) or without a Gal4 binding site at the telomere-proximal side (-UAS) (schematic drawing), were transformed with plasmids carrying the RPD3 gene fused to the GAL4 DNA binding domain (GBD-Rpd3) or with the vector control (GBD). Repression of URA3 was tested by growth on URA3-counterselective 5-FOA plates. Cells were grown for two days at 30°C. Telomeric heterochromatin is shown with triangles.
Taken together, this showed that targeting of the HDAC Rpd3 to telomeres caused the establishment of a heterochromatin-euchromatin boundary. This was surprising, because so far only HATs and chromatin remodelling complexes, but not HDACs, are known to create boundaries (Jacobson and Pillus 2004; Oki et al. 2004; Oki and Kamakaka 2005).

Rpd3 works in two distinct complexes ((Carrozza et al. 2005; Keogh et al. 2005), see 3.1.4). Both complexes work together with Sin3 as an essential component, and therefore build a large protein complex (Kasten et al. 1997). To test whether the boundary effect of targeted Rpd3 was caused by a large sterically hindering complex, we tested the effect of sin3Δ. Significantly, deletion of SIN3 did not abrogate the boundary function of Rpd3 (Figure 20A). Although loss of Sin3 alone lead to better telomeric silencing, targeting of GBD-Rpd3 even upon disruption of the Rpd3-Sin3-HDAC complex was capable of establishing a boundary against heterochromatin spreading (Figure 20A).

![Figure 20](image_url)

**Figure 20** The targeted boundary function of Rpd3 required the HDAC activity of Rpd3. (A) Cells with URA3 inserted at TEL VII-L and with a Gal4 binding site at the telomere-proximal side (schematic drawing), were transformed with plasmids carrying the RPD3 gene fused to the GAL4 DNA binding domain (GBD-Rpd3) or with the vector control (GBD). Repression of URA3 was tested by growth on URA3-counterselective 5-FOA plates. Cells were grown for two days at 30°C. (B) The targeted boundary function of Rpd3 depended on its catalytic activity. Cells with a Gal4 UAS between telomeric heterochromatin and a subtelomeric URA3 reporter (as in A) were disrupted for endogenous RPD3 and transformed with RPD3 or a catalytically dead rpd3 allele (rpd3-H150:151A, referred to as rpd3-HDAC⁻).
The observation that GBD-Rpd3 alone was able to create a boundary raised the question whether this observation depended on the deacetylation activity of Rpd3. To this end, we asked whether a targeted Rpd3 complex with catalytically inactive Rpd3 (De Nadal et al. 2004) was unable to induce a boundary. We found this to be the case (Figure 20B). Specifically, we found that the boundary function of Rpd3 required the endogenous RPD3 gene. However, GBD-Rpd3 was unable to complement rpd3Δ in boundary formation (Figure 20B, vector control). This suggested that the Gal4 DNA binding domain was required to target GBD-Rpd3 to the Gal4 UAS, but the deacetylation that established the boundary was catalyzed by chromosomally encoded Rpd3, which likely was targeted to the boundary through GBD-Rpd3. Significantly, upon reintroduction of mutant rpd3 (rpd3 HDAC−) into rpd3Δ, GBD-Rpd3 cells were unable to restore the boundary, whereas reintroduction of RPD3 restored boundary formation (Figure 20B). This further strengthened the notion that it was direct deacetylation at the boundary by Rpd3 that established a boundary against heterochromatin spreading.

Figure 21 Tethered Rpd3 disrupted silencing at HML and had insulating activity at HMR. Cells with URA3 and ADE2 flanked from Gal4 binding sites inserted between the HML or HMR E and I silencers (schematic drawing), were transformed with plasmids carrying the RPD3 gene fused to the GAL4 DNA binding domain (GBD-Rpd3) or with the vector control (GBD). Repression of URA3 was tested by growth on URA3-counterselective 5-FOA plates, derepression of ADE2 was tested by growth on Minimal plates omitting adenine (YM –Ade), insulating activity was tested by growth on 5-FOA omitting adenine (5-FOA, –Ade). Cells were grown for two days at 30°C. The experiments are courtesy of Prof. Ann Ehrenhofer-Murray.

We next asked whether the ability of Rpd3 to induce a boundary was specific for the telomeres, or whether Rpd3 also could stop SIR spreading at the HM loci. To this end, we used a strain where an ADE2 gene, flanked by Gal4 DNA binding sites and an URA3 gene were inserted between the HMR or HML silencers (Figure 21). Recruitment of a boundary element to the Gal4 DNA binding sites normally abrogates spreading of SIR proteins from the
E and I silencers into the ADE2 gene but not into the URA3 gene. This construct allows screening for factors that can insulate ADE2 from the surrounding heterochromatin without influencing spreading into URA3. Significantly, Rpd3 had anti-silencing activity at the HML construct, as shown by expression of both reporters, ADE2 and URA3 (Figure 21), indicating that the silencing disrupting activity of Rpd3 was not restricted to the telomeres. Furthermore, at HMR, Rpd3 had true insulating activity, as monitored by full ADE2 expression and no URA3 expression (Figure 21), indicating that Rpd3 functioned as a “true barrier” factor that can insulate ADE2 from the surrounding heterochromatin without “desilencing” of URA3. In summary, these observations were similar to previous results with factors that have been described to have boundary activity (Valenzuela et al. 2008).

3.1.12 The boundary function of Rpd3 did not depend on subsequent chromatin modifying or remodelling activities

The observation that opposing enzymatic activities act in the same biochemical pathway raised the question how the restriction of heterochromatin by Rpd3 is achieved. In general, histone deacetylation is described as being necessary, rather than inhibitive for heterochromatin formation. One consideration is that histone deacetylation can also act as prerequisite for lysine methylation or even ubiquitination (van Leeuwen et al. 2002; Santos-Rosa et al. 2004). Furthermore, both modifications depend on histone ubiquitination by Rad6 (Briggs et al. 2002). Since the onset of these modifications requires a deacetylated lysine, one could speculate that deletion of these factors might phenocopy the deletion of RPD3, assuming that Rpd3 deacetylates H3K4, H3K79 or H2BK123 (target of Rad6 dependent ubiquitination (Robzyk et al. 2000)) during boundary formation. However, deletion of DOT1, SET1 or RAD6 was not lethal in the absence of Sas2 (Table 8). Also, deletions of other histone methyltransferases (HMTases) showed no synthetic growth defect with sas2Δ (Table 8), suggesting that the boundary function of Rpd3 was not mediated by lysine methylation or ubiquitination.

Acetylation of a lysine residue also influences the ability of kinases to phosphorylate nearby serine residues. For instance, phosphorylation of H2B S10 by Ste20 requires deacetylation of the neighboring H2B K11 by Hos3 (Ahn et al. 2006). We therefore tested the growth of strains deleted for SAS2 and kinases, revealing no synthetic growth defect (Table 8). This indicated that the lethality between sas2Δ and rpd3Δ was not due to histone phosphorylation. Furthermore, mutations in the chromatin remodelling complex, isw2Δ
(subunit of ISWI chromatin remodelling complex), the absence of the yeast linker histone Hho1 or other known boundary factors were not lethal together with \textit{sas2Δ} (\textbf{Table 8}). This suggested that the boundary function of Rpd3 did not work through a mechanism that modifies a lysine after deacetylation through Rpd3.

Since the onset of global H4 K16 acetylations is coupled to chromatin assembly factors (Meijsing and Ehrenhofer-Murray 2001; Osada et al. 2001), one could speculate that disruption of chromatin assembly factors might also influence H4 K16 acetylation, and therefore be synthetically lethal with \textit{rpd3Δ}. To this end, we also tested synthetic genetic interactions between \textit{rpd3Δ} and \textit{cac1Δ}, \textit{asf1Δ} or \textit{rtt106Δ} (another histone chaperone (Huang et al. 2005)). However, none of the chromatin assembly factor deletions showed lethality with \textit{rpd3Δ}. This suggested that a reduction of H4K16 acetylation in \textit{cac1Δ} or \textit{asf1Δ} might cause reduced viability (\textbf{Table 8}), but not to the degree of \textit{sas2Δ rpd3Δ} (also see 3.2.4).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{Deleted genes} & \textbf{Protein function} & \textbf{Viability of double mutants with} & \\
& & \textit{sas2Δ} & \textit{rpd3Δ} \\
\hline
\textit{RTT106} & chromatin assembly factor & + & + \\
\textit{ASF1} & " & + & (+) \\
\textit{CAC1} & " & + & + \\
\textit{DOT1} & HMTase & + & + \\
\textit{SET1} & " & + & + \\
\textit{SET2} & " & + & ND \\
\textit{SET3} & " & + & ND \\
\textit{SET4} & " & + & ND \\
\textit{SET5} & " & + & ND \\
\textit{SET6} & " & + & ND \\
\textit{SET7} & " & + & ND \\
\textit{BDF1} & boundary function & + & + \\
\textit{BDF2} & " & + & + \\
\textit{RAD6} & Ubiquitin-conjugating enzyme & + & (+) \\
\textit{ESC2} & establishes silent chromatin & + & ND \\
\textit{HTZ1} & histone variant & + & - \\
\textit{HHO1} & linker histone & + & + \\
\textit{SNF1} & kinase & + & ND \\
\textit{CTK1} & kinase (RNA Pol II) & + & ND \\
\textit{CKA1} & kinase (RNA Pol I / III) & + & ND \\
\textit{ISW2} & subunit of ISWI chromatin remodelling complex & + & ND \\
\hline
\end{tabular}
\caption{Summary of synthetic genetic interactions}
\end{table}

\textit{ND}, not determined; \textit{/} not applicable; +, double mutants viable; (+), growth defect of double mutants; -, double mutants not viable
H4 K16 acetylation in subtelomeric regions through Sas2 mediates the incorporation of the histone variant H2A.Z (encoded by the HTZ1 gene) (Shia et al. 2006). If the role of SAS-I in boundary formation is to mediate Htz1 incorporation into chromatin, one would expect that htz1Δ, like sas2Δ, is synthetically lethal with rpd3Δ. We and others found this to be the case (Keogh et al. 2005). However, unlike for sas2Δ rpd3Δ, the lethality between htz1Δ and rpd3Δ was not suppressed by sir3Δ (data not shown), suggesting that the lethality between htz1Δ and rpd3Δ was not (solely) due to inappropriate SIR spreading, and that the loss of Htz1 incorporation in sas2Δ cells was not the only cause for the lethality between sas2Δ and rpd3Δ. Taken together, these experiments showed that the lethality between sas2Δ and rpd3Δ and the boundary function of Rpd3 was not based on a mechanism that acts through the onset of modifications on a lysine deacetylated through Rpd3.

3.1.13 Enhanced SIR binding through enhanced acetylation in rpd3Δ mutants?

As another possibility how Rpd3 might work as a boundary element, one could speculate that one particular residue might be acetylated to facilitate SIR binding. If this residue is normally deacetylated by Rpd3, the absence of Rpd3 would lead to more SIR binding. In consequence, mutation of the residue that has to be deacetylated by Rpd3 to inhibit SIR binding, should also abolish the boundary function of Rpd3. The inability of Rpd3 to deacetylate this target residue should lead to spreading of telomeric heterochromatin independently of the presence of targeted Rpd3. Conversely, histone mutations that lead to SIR mislocalization should lead to telomeric derepression that might even be enhanced in the presence of targeted Rpd3.

To test this hypothesis, we asked whether histone mutations that imitate the acetylated state of a residue (lysine to glutamine) were capable of abrogating Rpd3’s boundary function. To this end, we introduced histone mutations into the boundary reporter strain and measured URA3 expression in the presence or absence of GBD-Rpd3. Significantly, histone mutants that were found to partly restore the growth of sas2Δ rpd3Δ cells, also showed telomeric derepression in the absence of targeted Rpd3, indicating that the suppression of the lethality was due to reduced SIR binding in these mutants. However, none of the histone mutations abrogated the boundary function of Rpd3 (Figure 22). The mutations lead to decreased silencing of the URA3 reporter, as seen by reduced FOA resistance, but they also decreased silencing in the absence of GBD-Rpd3 (Figure 22, upper panel). This indicated that the mutants tested influenced SIR binding, but had no effect on the boundary activity of targeted Rpd3. This in essence suggested that the model of enhanced SIR
binding to a acetylated residue, normally deacetylated through Rpd3, seemed unlikely as a mechanism for Rpd3 to inhibit SIR spreading.

![Figure 22: Histone mutants lead to telomeric derepression.](image)

Yeast strains with the same telomeric reporter system as in Figure 19 were transformed with additional variants of histones (indicated on the right) and with plasmids carrying the RPD3 gene fused to the GAL4 DNA binding domain (GBD-Rpd3) or with the vector control (GBD). Strains were grown for two days at 30°C on the indicated media.

3.1.14 A boundary function for Rpd3 through removal of Sir2 substrates

As a third hypothesis for how Rpd3 might work as a boundary element, we reasoned that deacetylation itself through Rpd3 might be prohibitive for the formation of heterochromatin. This model makes the prediction that the deacetylation through Sir2 that helps the SIR complex to propagate along the chromatin fibre is stopped by prior removal of the acetyl group through Rpd3. According to this model, one could postulate that other HDACs also should be able to create a boundary by deacetylating a target residue of Sir2. To this end, we targeted other HDACs to the telomeric reporter system by fusing them to the Gal4 DNA binding domain and tested their ability to create a boundary. We found that targeting the HDAC Hos2 (Wang et al. 2002) formed a boundary to telomeric heterochromatin (Figure 23), indicating that deacetylation by other HDACs in principle could also form a boundary to telomeric silencing. Conversely, other HDACs, for instance Hos1, Hos3, Hda1, Hst1, Hst3 or Hst4 (Ekwall 2005) did not show this activity (Figure 23). Furthermore, targeting of Hst2
even supported heterochromatin spreading into the reporter gene, shown as an inability to
grow on plates lacking uracil due to URA3 repression. GBD-Hos1 led to a growth defect on
plates lacking uracil that did not correspond to an influence on boundary formation (Figure
23). Taken together, this analysis showed that other HDACs in principle could also have
boundary activity and further suggested that the ability of HDACs to induce a boundary to
heterochromatin depended on the particular deacetylation activity of the particular HDACs
(see Discussion).

![Image](targetedboundaryfunctionofyeasthdacsdependedontheirsubstratespecificity.png)

**Figure 23** Targeted boundary function of yeast HDACs depended on their substrate specificity.
The telomeric reporter system of Figure 19 was used to test yeast HDACs for their ability to form a boundary to
heterochromatin.

### 3.1.15 Disruption of the AAA+ domain within Sir3 abrogated SIR spreading

The above observation that some HDACs can create a boundary, whereas others can not,
raised the question how one but not another HDAC inhibits SIR spreading. Importantly, the
HDACs that stopped heterochromatin (Rpd3 and Hos2) are NAD$^+$-independent, whereas the
HDAC that supported heterochromatin formation (Hst2) is NAD$^+$-dependent (Ekwall 2005).
One important difference between NAD$^+$-dependent and independent deacetylation reaction is
the production of the metabolite O-acetyl-ADP-ribose (OAADPR) during the NAD$^+$-
dependent deacetylation reaction (Tanner et al. 2000). This metabolite is bound by the SIR complex and has been proposed to be one of the driving forces in the polymerization of the SIR complex on chromatin (Liou et al. 2005). According to this model, the removal of Sir2 substrates through previous deacetylation renders Sir2 unable to produce OAADPR, which then reduces SIR propagation along the chromatin fiber and stops heterochromatin spreading. This makes the prediction that a SIR complex that is unable to bind OAADPR through mutation in the OAADPR binding site within the SIR complex, should be unable to fulfil its role in spreading and silencing. Sir3 is a likely candidate for OAADPR binding, because Sir3 contains a domain that bears similarity to the nucleotide (ATP) binding domain of AAA+ ATPases (Gasser and Cockell 2001). To get further insight into this domain of Sir3, we performed an in silico analysis of the Sir3 structure (collaboration with Prof. Dr. Daniel Hoffmann and Nikolaj Dybowski from the bioinformatics department at the University of Duisburg-Essen). This modelling of Sir3 on the structure of AAA+ ATPases shows that the Sir3 model contains an additional cavity as compared to other ATPases that may accommodate the O-acetyl-ribose moiety of OAADPR (Figure 24).

Figure 24 Computational modelling of Sir3 revealed a possible OAADPR binding pocket. Model of the AAA+ ATPase-like domain of Sir3. For a computational modelling of Sir3, the primary sequence of Sir3 AAA+ domain and structures of other proteins of the AAA+ family were subjected to a sequence-structure alignment, using Modeller 9v2 (see Material and Methods for details). The model was visualized using PyMOL. The position of the putative OAADPR binding pocket is marked by OAADPR. The mutation of Sir3 used in this study is indicated in red. The structural information is courtesy of Prof. Daniel Hoffmann.
According to the observation that OAADPR is necessary to rearrange the SIR complex (Liou et al. 2005), a mutation that abolishes OAADPR binding to SIR presumably should abrogate the ability of the SIR complex to spread, and therefore should also abrogate the sas2Δ rpd3Δ lethality. Since deletion of SIR3 abrogated the sas2Δ rpd3Δ lethality, functional SIR3 alleles should restore lethality in this background. To test this, we constructed an allele of SIR3 that deleted amino acids 578 to 585 in the Sir3 protein and therefore affected the putative OAADPR binding site. This allele was unable to restore the lethality in sas2Δ rpd3Δ sir3Δ cells (Figure 25A), and it was unable to support HM silencing (data not shown), indicating that it had lost functionality, while being expressed at levels comparable to endogenous Sir3 (Figure 25B). This showed that the AAA+ domain of Sir3 was important for its silencing function, suggesting that OAADPR binding to Sir3 was critical for heterochromatin formation.

Figure 25 The putative OAADPR binding domain of Sir3 was necessary for its function in silencing. (A) Mutation of the AAA+ domain of Sir3 abrogated its ability to spread at telomeres. rpd3Δ sas2Δ sir3Δ pURA3-SAS2 strains carrying the indicated sir3 allele were tested for their ability to lose the SAS2 plasmid on 5-FOA. (B) The inability of sir3Δ578-585 was not due to protein degradation. Protein level of HA tagged Sir3 and Sir3Δ578-585 as measured by Western Blot using antibodies against the HA epitope. The asterisk indicates an unspecific band.
The observations described above suggest that the loss of OAADPR binding to Sir3 abrogated the Sir3 function in SIR spreading. Although the mutant was expressed at endogenous protein levels (Figure 25B), this effect might also result from a loss of protein function due to misfolding or conformational rearrangements of the protein. To test this, we asked whether other typical Sir3 functions were also influenced by our mutation. Since Sir3 in vivo forms dimers (McBryant et al. 2006), we first asked in a yeast two-hybrid experiment whether the Sir3 dimerization was affected by disruption of the putative OAADPR binding site of Sir3. Significantly the Sir3 dimerization was reduced (Figure 26A) but not completely abolished, indicating that the functionality of Sir3 was diminished by disruption of the AAA+ motif.

The assembly of the SIR complex involves binding of Sir3 and Sir4 to deacetylated histone tails (reviewed in (Rusche et al. 2003)). In a next step, the structural rearrangement that leads to the repressive SIR complex is presumably induced through OAAADPR (Liou et al. 2005). However, this structural change within SIR facilitates or strengthens the interaction between Sir3 and Sir4 (Liou et al. 2005). In addition to the reduction of the Sir3 dimerization activity, we also found that the two-hybrid interaction between Sir3 and Sir4 was abolished in the mutant SIR3 allele (Figure 26A), suggesting that binding of OAADPR to Sir3 is important for the SIR complex integrity.

To further characterize the sir3 mutant, we asked whether the Sir3-Δ578-585 mutant was able to support SIR spreading in vivo by measuring the enrichment of the mutated protein at heterochromatic loci. To this end, we measured the amount of HA-tagged Sir3 and Sir3-Δ578-585 at the right telomere of chromosome VI, as described in Figure 14 for Sir2. Specifically, the amount of Sir3-Δ578-585 bound to the telomere ends was significantly reduced compared to wt Sir3 (Figure 26B). Although the mutant still was able to bind to chromatin to a certain background level (Figure 26B, for instance 15 kb away from the telomere end), the inability to become enriched at the telomere ends suggested that the AAA+ domain of Sir3 was important for its function in silencing and heterochromatin spreading.

In summary, this analysis suggested that binding of OAADPR to the SIR complex is a critical step in SIR complex assembly. Therefore, disruption of OAADPR production through removal of acetyl groups prior to Sir2 deacetylation, as disruption of OAADPR binding to Sir3 had the potential to abolish the propagation of the SIR complex along the chromatin fibre.
Figure 26 Disruption of the OAADPR binding motif abrogated the function of Sir3. (A) Sir3-Δ578-585 reduced the Sir3-Sir3 and Sir3-Sir4 interaction. Yeast-two-hybrid interaction assay for specific interactions within the SIR complex. Sir3 and Sir3-Δ578-585 (Sir3*) were fused to the Gal4 activating domain and tested for interaction with Sir3 or Sir4 fused to the Gal4 DNA binding domain. Interaction was monitored by activation of the HIS3 reporter on plates with or without histidine. (B) sir3-Δ578-585 was unable to support SIR spreading. The amount of Sir3 and Sir3-Δ578-585 was monitored by ChIP using HA-antibodies. The data is presented as in Figure 14.

Taken together, these experiments suggested that the ability of Rpd3 to antagonize heterochromatin formation worked through removal of acetyl groups in a way that left Sir2 unable to deacetylate these residues and produce OAADPR. This in essence led to the loss of OAADPR production and rendered the SIR complex unable to spread (see Discussion).
Results

3.2 The removal of cytoplasmatic acetylation patterns partially depended on chromatin assembly factors

3.2.1 The \textit{INO1} ORF became more acetylated in \textit{cac1Δ} and \textit{asf1Δ} cells

The duplication of genetic information in eukaryotes implies that the epigenetic information, which is carried on the histones, also has to be duplicated, involving the incorporation of newly synthesized histones (reviewed in (Ehrenhofer-Murray 2004)). Newly synthesized histones carry a typical modification pattern, which is characterized by acetylation of H4 K5 and K12 and is established through the cytoplasmatic HAT-B complex HAT1 (Ruiz-Garcia et al. 1998). Newly synthesized histones are further characterized by the absence of H4 K16 acetylation. Since the re-establishment of global H4 K16 acetylation patterns functions through interaction between SAS-I and chromatin assembly factors (Meijsing and Ehrenhofer-Murray 2001), one might hypothesize that the removal of cytoplasmatic acetylations via a global HDAC might also be coupled to chromatin assembly. One HDAC that leads to a global increase of H4 K5 and K12 acetylation in addition to its local function in gene repression is Rpd3 (Kurdistani et al. 2002). To test whether the absence of one or both chromatin assembly factors influences the global level of H4 K5 or K12 acetylation, we performed ChIP experiments in cells deleted for one or both chromatin assembly factors and compared it to the effect of \textit{rpd3Δ}.

We first measured acetylation differences within the \textit{INO1} gene, a gene that had previously been shown to become more acetylated in \textit{rpd3Δ} cells (Rundlett et al. 1998), and that under normal growth conditions is repressed by Rpd3. As expected, H4 K5 and K12 became more acetylated in \textit{rpd3Δ} cells within the whole region (Figure 27, (Rundlett et al. 1998)). In wt cells, the promoter region was most deacetylated, reflecting the repressed state, and the acetylation levels rose throughout the gene (Figure 27). Low acetylation of the promoter region was also seen in \textit{cac1Δ}, \textit{asf1Δ} and \textit{cac1Δ asf1Δ} cells, but within the \textit{INO1} ORF H4 K12 became more acetylated in these cells, although not to the degree of acetylation in \textit{rpd3Δ}. In contrast to the ORF, the acetylation state of the promoter region in \textit{cac1Δ}, \textit{asf1Δ} and \textit{cac1Δ asf1Δ} cells remained unchanged (Figure 27), suggesting that the targeted local function of Rpd3 in gene repression was not influenced by chromatin assembly factors. Unlike H4 K12, acetylation of H4 K5 remained unchanged by chromatin assembly factor deletions (Figure 27), suggesting different mechanisms for the removal of the two cytoplasmatic acetylation marks. Taken together, these experiments showed that the targeted
local function of Rpd3 worked independently of chromatin assembly and that the establishment of acetylation patterns was overridden by changes due to transcriptional regulation.

Figure 27 The absence of chromatin assembly factors led to higher H4-K12 acetylation in the body of the INO1 gene. Acetylation of the INO1 gene and promoter region was determined in chromatin immunoprecipitation (ChIP) experiments and is shown relative to the acetylation of SPS2. Relative acetylation is given as a function of the distance within the INO1 gene in wild-type (wt) or strains lacking either one or both chromatin assembly factors or the HDAC Rpd3. ChIPs were performed with antibodies against acetylated lysines. Error bars give standard deviations (see Material & Methods). A schematic representation of the INO1 gene and fragments amplified in semi-quantitative PCR is shown in the lower panel.

3.2.2 Late-replicating intergenic regions became more acetylated in cac1Δ and asf1Δ cells

In addition to its local gene repression function, Rpd3 also controls the timing of replication initiation, especially at late initiating origins (Vogelauer et al. 2002; Aparicio et al. 2004). To ask how the loss of chromatin assembly factors influences the acetylation at origins of replication, we tested one late and one early-initiating origin. The influence of rpd3Δ (Aparicio et al. 2004), cac1Δ, asf1Δ and cac1Δ asf1Δ on the acetylation of the early initiating origin (ars607) was not significant (Figure 28), whereas the late replicating origin (ars603) became more acetylated in rpd3Δ cells (Figure 28, (Aparicio et al. 2004)), as well as in asf1Δ and cac1Δ asf1Δ cells, on H4 K5 and K12 (Figure 28). Conversely, the acetylation of H4 K5 and K12 was not changed in cac1Δ cells and not further enhanced in cac1Δ asf1Δ
cells, compared to \textit{asf1}\Delta, suggesting that the removal of cytoplasmatic acetylation marks at origins worked through Asf1 but not through CAF-I (Figure 28).

Figure 28 Late replicating intergenic regions became more acetylated at H4-K12 in the absence of chromatin assembly factors. Acetylation of the \textit{GAT1-PAU5} intergenic region was determined by ChIP and is shown relative to the acetylation of \textit{SPS2}, as in Figure 27. A schematic representation of the intergenic region and fragments amplified in semi-quantitative PCR is shown. The intergenic region with opposing 3’ ends of \textit{GAT1} and \textit{PAU5} becomes late replicated during S-phase and the next origin of replication is 18 kb away. Additionally acetylation of a late replicating origin (ars603) and an early initiating origin (ars607) is shown.

We next hypothesized that the removal of cytoplasmatic acetylation marks through a global HDAC might be coupled to chromatin assembly. This effect might be more significant in regions where Rpd3 is not recruited to freshly replicated chromatin via transcriptional regulators. Within the \textit{INO1} gene, the acetylation state was mainly influenced by the targeted local repression function of Rpd3 (Figure 27). To look for regions where the acetylation differences are not overridden by changes due to transcriptional regulation, intergenic regions were chosen for further analysis. Late replicating regions show higher acetylation differences and earlier replication initiation in \textit{rpd3}\Delta cells, compared to wt (Figure 28, Aparicio et al. 2004)). Furthermore, CAF-I was suggested to incorporate H4 acetylated at K5 and K12 into late replicating regions in higher eukaryotes (Taddei et al. 1999), making late replicating regions good candidates for studies of acetylation differences in \textit{cac1}\Delta, \textit{asf1}\Delta and \textit{cac1}\Delta \textit{asf1}\Delta cells. One candidate region lies on chromosome VI, where a two kb intergenic region separates two genes with opposing 3’ ends (Figure 28), and chromosome VIII contains a 3.3
kb long intergenic region between genes with divergent promoters (Figure 29). To test these regions for acetylation differences in the absence of chromatin assembly factors, we compared the effect of rpd3Δ on the acetylation level of the region with the effect of cac1Δ, asf1Δ and cac1Δ asf1Δ. As expected, the absence of Rpd3 led to higher H4 K5 and K12 acetylation in both intergenic regions (Figure 28, Figure 29). In contrast to the origins of replication, the intergenic regions showed only changes of the wt acetylation patterns of H4 K12 in the absence of chromatin assembly factors (Figure 28, Figure 29). In general, cac1Δ and asf1Δ cells showed an intermediate H4 K12 acetylation level between the effects of rpd3Δ and wt (Figure 28, Figure 29). Like for the INO1 gene, the proximity of transcriptional regulators (promoter and start region of AAP1 or YHR048W) weakened the effect of cac1Δ and asf1Δ on H4 K12 acetylation. In contrast to the Cac1- or Asf1-independent influence of transcriptional regulators on lysine acetylation, the distance to the next origin of replication had no effect on the acetylation in cac1Δ or asf1Δ strains (compare Figure 28 and Figure 29), suggesting that the effect of replication initiation was restricted to regions close to the origin itself.

Figure 29 The higher H4-K12 acetylation of intergenic regions was independent of replication initiation. Acetylation of the AAP1-YHR048W intergenic region was determined by ChIP and is shown relative to the acetylation of SPS2, as in Figure 27. A schematic representation of the intergenic region and fragments amplified in semi-quantitative PCR is shown. The intergenic region with opposing 5' ends of AAP1 and YHR048W becomes late replicated during S-phase and the next origin of replication is 2 kb away.
However, *cac1Δ asf1Δ* cells showed no additive effects on histone acetylation compared to the effect of either single deletions, and in most cases acetylation even dropped, suggesting that these cells may not completely assemble nucleosomes like wt cells.

Taken together, *cac1Δ* or *asf1Δ* led to higher H4 K12 acetylation in late replicating intergenic regions, although not to the degree of *rpd3Δ*, suggesting that a mechanism for the removal of cytoplasmatic acetylation marks exists that is not coupled to chromatin assembly and these additional mechanisms might also be responsible for H4 K5 deacetylation.

### 3.2.3 The higher acetylation in *cac1Δ* cells was based on an interaction between CAF-I and Rpd3

The observation that the HAT complex SAS-I interacts with chromatin assembly factors (Meijsing and Ehrenhofer-Murray 2001), suggested that chromatin assembly factors may serve as a platform to recruit histone modifying enzymes to freshly assembled chromatin. To test whether the influence of chromatin assembly factors on the H4 K12 acetylation was also based on a physical interaction between Rpd3 and CAF-I or Asf1, we performed interaction studies the yeast two-hybrid assay. To this end, the HDACs Rpd3 and Hda1, an HDAC mainly deacetylating HAST domains adjacent to the telomeres, were fused to the Gal4-binding domain (BD), chromatin assembly factors were fused to the Gal4 activating domain (AD), and the resulting strains were subjected to a yeast two-hybrid analysis. The reporter strain (AEY1280) contained two reporters under the control of Gal promoters, a *HIS3* reporter and a *lacZ* reporter. Interaction of the respective construct activates the expression of the reporters through recruitment of the Gal4 binding domain to the Gal4 binding sequence and activation of the reporter through the Gal4 activating domain (*Figure 30*, schematic representation). However, the BD-Rpd3 construct autoactivated the lacZ reporter, but the second reporter was not autoactivated by BD-Rpd3 (*Figure 30*).

Essentially, both reporters revealed two-hybrid interactions between Rpd3 and Asf1 and between Rpd3 and Cac1, the large subunit of CAF-I (*Figure 30*), suggesting that the partial defect in the removal of cytoplasmatic acetylations in strains lacking chromatin assembly factors might be based on an interaction between Rpd3 and chromatin assembly factors. An interaction between chromatin assembly factors and Hda1 was not found (*Figure 30*).
**Figure 30** Yeast-two-hybrid interaction between Rpd3 and Asf1 and between Rpd3 and Cac1. Indicated proteins were fused to the Gal4-binding domain (BD) or to the Gal4-activating domain (AD). The AEY1280 reporter strain was transformed with the indicated combinations of fusion proteins or the domains alone. To test for activation of the HIS3 reporter, cells were spotted in 6-fold serial dilution and were grown for two days at 30°C on minimal plates with or without histidine. Activation of the lacZ reporter is given in quantification (- no activation; ++ activation; +++ strong activation). A schematic representation of the used two-hybrid system is shown in the upper part. Interaction between the protein fused to the Gal4-activating domain (AD) and the second protein fused to the Gal4-binding (BD) domain enables the binding of the constructs to the Gal4 binding sequences (BS) and activation of the reporter gene.

To test the proteins for direct physical interaction *in vivo*, we performed CoIP experiments with epitope tagged version of the proteins that showed two-hybrid interaction. To this end, the *RPD3* gene was fused to a 9×myc sequence, and the genes encoding the chromatin assembly factors were fused to a 3×HA sequence. The resulting proteins were detected with antibodies against the epitope tag in a Western blot. To test for interaction between the two proteins, we precipitated one protein from cell lysates of strains expressing both (or as control only one) of the fusion constructs and tested whether the second protein was co-precipitated. Therefore, we performed a western blot with an antibody against the potential interaction partner. Significantly, cell lysate containing Rpd3-myc and Cac1-HA showed clear signals for Rpd3-myc after precipitation of Cac1-HA with α-HA antibodies and vice versa (**Figure 31**), revealing a direct physical interaction between the two proteins. Although the Rpd3-myc signal was also detectable in cells that did not contain Cac1-HA, the signal was significantly stronger in cells that contained both proteins (**Figure 31**).

We hypothesized that the interaction between Rpd3 and Cac1 might serve as a platform to couple the removal of cytoplasmatic acetylations to chromatin assembly. Perhaps the
Results

interaction between Rpd3 and Cac1 is most prominent during the S-phase of the cell cycle. To test this, we synchronized cells in the S-phase via treatment with hydroxyurea (HU). HU deprives the cells of nucleotides and thus stalls the replication forks. However, cells that were HU treated and therefore synchronized during S-phase did not show stronger interaction between Rpd3 and Cac1 (data not shown), suggesting that the interaction was strong enough to be even detectable in unsynchronized cultures.

Rpd3 also showed a two-hybrid interaction with Asf1 (Figure 30). However, the unspecific Asf1-HA signal after myc-IP in cells lacking Rpd3-myc could not be enriched in the presence of Rpd3-myc (Figure 31). Also vice versa no interaction between Rpd3 and Asf1 was detectable, suggesting that the two-hybrid interaction between these two proteins was not stable enough to reveal direct physical interaction in vivo.

![Figure 30](image1)

**Figure 30** Physical interaction between Cac1 and Rpd3.
Rpd3 was tagged with the 9×myc epitope, Asf1 and Cac1 were tagged with the 3×HA epitope. Lysate of cells that contained (+) or did not contain (-) the epitope tagged proteins was precipitated with the antibodies indicated above. Precipitated proteins were analyzed by western blot. In the two left panels α-HA precipitated cell lysate was stained with α-myc antibodies to visualize Rpd3-myc and in the right panels α-myc precipitated cell lysate was analyzed with α-HA antibodies to detect Cac1-HA or Asf1-HA. Input samples indicate the proteins of interest.

Taken together these interaction studies revealed that Rpd3 and Cac1 interacted in vivo, suggesting that the incomplete removal of cytoplasmatic acetylations in cac1Δ cells may be due to reduced recruitment of Rpd3 to newly assembled chromatin in cells lacking Cac1. However, we were unable to detect a direct interaction between Rpd3 and Asf1, suggesting that the incomplete removal of cytoplasmatic acetylations in asf1Δ cells may not (solely) be due to reduced Rpd3 recruitment.
3.2.4 Rpd3 and Cac1 work epistatic in HM silencing

We hypothesized that CAF-I might have a platform function in recruiting histone modifying activities to fresh chromatin. This hypothesis is based on the observation that Sas2 is recruited to fresh chromatin via the chromatin assembly factor CAF-I (Meijsing and Ehrenhofer-Murray 2001). If the onset of H4 K16 acetylation on fresh chromatin depends on the Sas2-CAF-I interaction, a cac1Δ strain should show similar silencing defects as a sas2Δ strain. Indeed, this was found to be the case (Kaufman et al. 1997; Enomoto and Berman 1998). Furthermore, the deletion of SAS2 and the deletion of CAC1 (or the other subunits of CAF-I) were epistatic in HML silencing (Meijsing and Ehrenhofer-Murray 2001), indicating that both factors lead to the same defect.

In analogy to sas2Δ, we now asked for effects of rpd3Δ combined with asf1Δ or cac1Δ in HM silencing. To this end, we performed quantitative mating assays with all combinations of rpd3Δ, asf1Δ or cac1Δ strains. In this assay, defects in HML silencing in a MATα strain lead to pseudo-diploid yeast cells with lower mating efficiency. Therefore, we created MATα strains carrying deletions as indicated in Figure 32 and tested HML silencing by measuring the mating efficiency of these strains on lawns of MATα test strains and HMR silencing was monitored on MATα test lawns, respectively. In both cell types, the absence of Rpd3 led to lower mating efficiency, although more significant for HML silencing (Figure 32). Deletion of CAC1 or ASF1 alone led to minor mating defects, whereas asf1Δ cac1Δ cells showed mating defects similar to rpd3Δ. Significantly, the additional deletion of CAC1 in rpd3Δ cells did not enhance the mating defect of rpd3Δ (Figure 32). In contrast to that, the additional deletion of ASF1 in rpd3Δ cells enhanced the mating defect, suggesting that Asf1 acted in a parallel pathway to Rpd3, whereas Cac1 and Rpd3 were epistatic in HM silencing. Additionally, cells deleted for CAC1, ASF1 and RPD3 showed no additional mating defect compared to rpd3Δ asf1Δ cells (Figure 32).

The growth of cac1Δ or rpd3Δ cells was not significantly impaired, whereas asf1Δ cells showed a weak, but noticeable growth defect (Figure 32). Also in this case, deletion of RPD3 or CAC1 in asf1Δ cells led to additional growth defects, that were comparable between asf1Δ rpd3Δ and asf1Δ cac1Δ, whereas rpd3Δ cac1Δ cells showed no obvious growth defect (Figure 32). These combinatorial effects suggested that Rpd3 and Cac1 work in the same biochemical pathway during growth and HM silencing, whereas Asf1 works in a parallel pathway. This further supported the notion that Rpd3 and CAF-I have the ability to work together in the replication-coupled removal of cytoplasmatic acetylation marks.
The absence of Rpd3 led to HM derepression. Ten-fold serial dilution of the indicated yeast strains were grown for two days at 30°C on YPD (growth assay) or on YM with test lawns of AEY264 or AEY265. Silencing of HML is monitored as mating ability with the his4 test strain (AEY265) and HMR silencing as ability to mate with his4 (AEY264), respectively.

As described above, Cac1 and Rpd3 work in the same biochemical pathway during growth and HM silencing, leading to comparable growth defect between asf1Δ cac1Δ, compared to asf1Δ rpd3Δ cells (Figure 32). However, the generation of rpd3Δ cac1Δ asf1Δ cells led to an additional growth defect (Figure 32). Since the onset of H4 K16 acetylation through Sas2 is coupled to chromatin assembly factors (Meijsing and Ehrenhofer-Murray 2001), the growth defect of asf1Δ cac1Δ rpd3Δ cells might partially reflect the lethality between sas2Δ and rpd3Δ. Remarkably, cells deleted for RPD3, ASF1 and CAC1 showed a growth defect that was not comparable to the lethality between rpd3Δ and sas2Δ, although Sas2 is recruited to fresh chromatin via chromatin assembly factors. This suggested that the establishment of global H4 K16 acetylation at boundaries is not solely dependent on chromatin assembly factors.
4 Discussion

Barriers between active and inactive chromatin in a variety of organisms have been associated with activating mechanisms, for instance histone acetylation, chromatin remodelling and nucleosome-free regions (Oki and Kamakaka 2002), as well as with the attachment with nuclear pore structures (Ishii et al. 2002). Here, we describe the unexpected finding that an enzymatic activity generally associated with repression, the HDAC Rpd3, was necessary to prevent the spread of heterochromatic SIR proteins into euchromatin at yeast telomeres. Loss of Rpd3 led to SIR spreading and gene repression in subtelomeric regions and caused lethality in cells lacking the HAT complex SAS-I, which are also characterized by inappropriate SIR localization (Kimura et al. 2002; Suka et al. 2002). Importantly, artificially tethering Rpd3 to telomeres or to the HM loci created a boundary and relieved repression of an otherwise silenced reporter gene. In summary, these results demonstrated that histone deacetylation by Rpd3 was necessary and sufficient for boundary formation in S. cerevisiae. This opens up new insights into the mechanisms for the demarcation of chromatin states.

4.1 Rpd3 formed boundaries against heterochromatin

The unexpected observation that the HDAC Rpd3 antagonizes the SIR complex which itself is characterized by the HDAC Sir2, raised the question how directly this effect of deacetylation through Rpd3 influenced boundary formation, or whether it was a result of a general imbalance in histone acetylation. One possibility to address this issue is to test if the effect of rpd3Δ in the rpd3Δ sas2Δ lethality might be phenocopied by another HDAC deletion, or equivalently, one could ask if other HAT deletions might be able to phenocopy sas2Δ in the sas2Δ rpd3Δ lethality. In essence, we found that the lethality between sas2Δ and rpd3Δ was specific for these two enzymes, in that no other HDAC deletion was synthetically lethal with sas2Δ. However, in addition to Rpd3, Hos2 was also able to actively create a boundary. Since sas2Δ rpd3Δ is lethal, but not sas2Δ hos2Δ, we hypothesized that Rpd3 in vivo can form boundaries presumably through deacetylation within subtelomeric regions, whereas Hos2 is not normally recruited to subtelomeric regions. This suggested that Rpd3 is the only HDAC in yeast that normally can form a boundary against heterochromatin spreading. A mechanism how Rpd3 and Hos2 create boundaries and how Rpd3 might be targeted to the subtelomeres in vivo is discussed below.
The observation that the parallel loss of two boundary factors led to SIR spreading to a detrimental degree is somewhat comparable to the effect of \textit{gcn5Δ elp3Δ} strains. In this case, the parallel loss of both acetyltransferases leads to SIR spreading into centromere-proximal regions, which causes a growth defect that can be abrogated by additional deletion of one of the SIR components (Kristjuhan et al. 2003). Although SIR spreading due to the parallel loss of two HATs seems intuitive compared to the loss of an HDAC and a HAT, we hypothesize that we observe a comparable phenomenon, namely SIR spreading due to the loss of two independent boundary factors. Nevertheless, the Kristjuhan et al. study indicated Gcn5 as a boundary element. Surprisingly, the parallel loss of Gcn5 and Rpd3 does not lead to synthetic lethality, as shown by studies that intensively work with \textit{gcn5Δ rpd3Δ} strains (Burgess et al. 1999; Biswas et al. 2008). Also, the absence of other HATs that are able to actively create boundaries when targeted to the telomeres, like Sas3 or Esa1 (Jacobson and Pillus 2004; Oki et al. 2004), shows no synthetic growth defect in combination with \textit{rpd3Δ}. This suggests that these HATs do not have the same impact on boundary formation as Sas2 and indicates that Sas2 and Rpd3 are both boundary factors that influence the histone modification state in subtelomeric regions \textit{in vivo} and therefore inhibit SIR spreading.

Taken together, our data indicate that Rpd3, as Sas2, is a boundary element that is required for the restriction of heterochromatin through changing the histone modification state, and by doing so influencing the binding or the assembly of the SIR complex.

4.2 Does boundary formation through Rpd3 require permanent presence of Rpd3 at the subtelomere?

As described above, we observed that Rpd3 could induce boundary formation \textit{in vivo} as well as after targeting to telomeric or \textit{HM} reporter genes. Essentially, we found two HDACs with the ability to actively create a boundary against heterochromatin formation when targeted to the telomeres, Rpd3 and Hos2. We hypothesized that the difference between the two HDACs is that one, Rpd3, \textit{in vivo} deacetylates subtelomeric regions and therefore is a true boundary element, whereas the other, Hos2, could only form a boundary when targeted to the telomere. This suggests that Rpd3 deacetylates the chromatin of subtelomeric regions and raises the question whether Rpd3 does this while permanently being located at the subtelomere, whether the Rpd3 global deacetylation facilitates the boundary function, or whether Rpd3 can be recruited to boundaries. However, an earlier study found no strong binding of Rpd3 to
subtelomeric regions (Kurdistani et al. 2002), suggesting that Rpd3 is not permanently bound to subtelomeric regions to induce boundary formation. We therefore propose that the boundary function for Rpd3 described here reflects a global, untargeted (versus a targeted) role for the Rpd3 (L) complex in establishing histone acetylation patterns at telomeres, because the loss of Rpd3 influenced subtelomeric acetylation, although it was not permanently located there.

The hypothesis that Rpd3 functions in boundary formation through a transient contact to chromatin was further supported by the notion that Rpd3 could be recruited to chromatin via chromatin assembly factors. As described in 3.2, we propose that Rpd3 deacetylates cytoplasmatic acetylation marks on newly synthesized histones when it is associated with the chromatin assembly factor I (CAF-I). To test whether Rpd3 is targeted to chromatin via CAF-I during replication coupled chromatin assembly, we asked whether histone acetylation is influenced by the loss of chromatin assembly factors. Significantly, upon deletion of \textit{CAC1} we found higher acetylation of H4 K12 in regions where Rpd3 is not recruited through other mechanisms, indicating that the removal of this mark is coupled to chromatin assembly. However, the removal of H4 K5 did not depend on Cac1, suggesting that the removal of cytoplasmatic acetylations is not solely dependent on CAF-I, and that additional factors exist that remove these acetylations.

One possible mechanism for the removal of H4 K5 acetylation might be the involvement of the other chromatin assembly factor, Asf1, in the chromatin assembly coupled restoration of parental acetylation marks during replication. However, the absence of Asf1 had no influence on H4 K5 and K12 acetylation, with the only exception at the late initiating origin of replication (ars 603). This suggested that the recruitment of Rpd3 to replication forks was facilitated by Cac1 alone.

To further ask whether the recruitment of Rpd3 to chromatin depends on CAF-I, we tested whether both factors work epistatically in the establishment of heterochromatin. Significantly, we found that the deletions of \textit{RPD3} and \textit{CAC1} were epistatic in the establishment of \textit{HM} silencing, indicating that the deletion of \textit{RPD3} had the same impact on heterochromatin formation at the \textit{HM} loci as deletion of \textit{CAC1}. This strengthened the hypothesis that CAF-I and Rpd3 work together in the removal of cytoplasmatic acetylation marks and reflected a mechanism that possibly recruits Rpd3 to chromatin to facilitate global histone deacetylation. Therefore, coupling of deacetylation to chromatin assembly creates a transient contact of Rpd3 to chromatin, rather than a permanent location of Rpd3 at subtelomeric regions.
4.3 Is the Rpd3 boundary function related to other chromatin modifying or remodelling activities?

How can the HDAC Rpd3 work as a boundary element? A priori, our observation is counterintuitive, because chromatin deacetylation is generally viewed as being necessary for, rather than prohibitive to SIR spreading. Another explanation for the heterochromatin antagonizing activity of Rpd3 might be that the removal of lysine acetylation through Rpd3 enables the onset of another modification. An acetylated lysine, for instance, cannot be methylated and vice versa. In line with this, it was described in *Drosophila* that heterochromatic complexes that establish H3 K9 methylation, also contain RPD3 to deacetylate H3 K9. By doing so, this complex not only prevents the onset of H3 K9 acetylation as a typical euchromatic mark (reviewed in (Ebert et al. 2006)), but also enables the establishment of H3 K9 methylation as a typical heterochromatic signal.

In contrast to H3 K9 methylation in *Drosophila*, lysine methylation in yeast (e.g. H3 K4; H3 K79) can be a typical euchromatic mark. Therefore, one explanation for the boundary function of Rpd3 is that deacetylation of a particular histone residue by Rpd3 would be the prerequisite for another modification of that residue, for instance H3 K4 methylation by Set1 (Santos-Rosa et al. 2004), or H3 K79 methylation by Dot1 (van Leeuwen et al. 2002), which have previously been shown to characterize euchromatin. Since both modifications depend on histone ubiquitination by Rad6 (Briggs et al. 2002), one can speculate that deacetylation by Rpd3 may be required for Rad6-dependent ubiquitination. Furthermore, deacetylation of one residue may be necessary for phosphorylation of S/T residues in the vicinity (Lo et al. 2001). One would then postulate that loss of the respective enzymes should mimic the effect of *rpd3Δ* and be synthetically lethal with *sas2Δ*. However, none of the known histone methyltransferases, none of the tested kinases nor *rad6Δ* were lethal with *sas2Δ*, indicating that the lethality between *rpd3Δ* and *sas2Δ* was not based on the onset of lysine methylation, ubiquitination or phosphorylation in the vicinity of lysines deacetylated by Rpd3.

Similarly, one can hypothesize that deacetylation by Rpd3 might enhance chromatin remodelling, exchange of histone variants or the presence of linker histones. However, *sas2Δ* was not lethal in the absence of Htz1, histone H1 (*hho1Δ*) or ISW2 (Table 8), suggesting that the Rpd3 boundary function was not mediated by these mechanisms.
4.4 Relationship between Rpd3 and other boundary factors

A recent study showed that H4 K16 acetylation by SAS-I was necessary for the deposition of the histone variant H2A.Z (Htz1) in euchromatic regions at yeast telomeres (Shia et al. 2006). If the role of SAS-I in boundary formation is to mediate Htz1 incorporation into chromatin, one would expect that *htz1Δ*, like *sas2Δ*, is synthetically lethal with *rpd3Δ*. We and others found this to be the case (Keogh et al. 2005). However, unlike for *sas2Δ rpd3Δ*, the lethality between *htz1Δ* and *rpd3Δ* was not suppressed by *sir3Δ* (data not shown), suggesting that the lethality between *htz1Δ* and *rpd3Δ* was not (solely) due to inappropriate SIR spreading, and that the loss of Htz1 incorporation in *sas2Δ* cells was not the only cause for the lethality between *sas2Δ* and *rpd3Δ*.

It has further been suggested that the boundary function at yeast telomeres may be relayed by the bromodomain protein Bdf1, which may protect acetylated H4 from deacetylation by SIR complexes (Ladurner et al. 2003). We found that *bdf1Δ* and *bdf2Δ* were not lethal with *rpd3Δ*, showing that the effect of H4 K16 acetylation by SAS-I in the prevention of SIR spreading was not mediated by Bdf1 or Bdf2.

Another explanation for the boundary function of Rpd3 is that the deacetylation of an as yet unknown histone lysine residue (for instance, in the globular domain of histones) is necessary to prevent SIR binding to chromatin, and thus, that a particular acetylation is required for SIR binding. This is an intriguing possibility, because so far, SIR binding has been thought to require deacetylated lysines, at least in the histone tail domains (Rusche et al. 2003). However, the direct test of this notion in 3.1.13 did not reveal one particular lysine residue that fulfils this criterion.

4.5 Is Rpd3 required for subtelomeric gene activation?

As mentioned above, the observation of an HDAC working against heterochromatin formation is counterintuitive, because in principle one would expect an HDAC to aid in, rather than to prevent the formation of heterochromatin. Surprisingly, Rpd3, as well as the HDAC Hos2, have been implicated in gene activation before (Wang et al. 2002; De Nadal et al. 2004). This observation on its own also seems surprising, but this might reflect an activating mechanism that classically is associated with the restriction of heterochromatin. Despite this gene activating mechanism for these two HDACs, we propose that the effect of Rpd3 at telomeres was distinct from the role of HDACs in gene activation, because the
reduced expression of subtelomeric genes in the absence of Rpd3 was caused by mislocalization of the SIR silencing complex, and could be suppressed by additional sir deletion. This was in line with the observation that subtelomeric genes are downregulated by mutants of the Rpd3(L) complex (Bernstein et al. 2000; Keogh et al. 2005). Furthermore, the involvement of the Rpd3 (L) but not the Rpd3 (S) complex in the \textit{rpd3Δ sas2Δ} lethality suggests that the boundary function of Rpd3 is coupled to the global deacetylation activity of the Rpd3 (L) complex, rather than to the gene expression coupled activity of the Rpd3 (S) complex. Taken together, our data indicate that the boundary function of Rpd3 was not related to the gene activation activity of Rpd3 at osmo-sensitive genes.

4.6 Boundary formation by HDACs

As discussed in 4.3 and 4.4, the role of Rpd3 in boundary formation is not indirect in that it facilitates lysine methylation on a residue deacetylated through Rpd3, nor is Rpd3 required to deacetylate a lysine residue that possibly is bound by the SIR complex in the acetylated form. This suggested that the deacetylation \textit{per se} might be the mechanism that creates the boundary. Deacetylation through Sir2 is needed for the SIR complex to propagate along the chromatin fibre (1.8.4). In this scenario, deacetylation through an HDAC other than Sir2 might reflect a competition for acetyl groups, in that deacetylation through Rpd3 renders Sir2 unable to deacetylate its target residues. If this were the case, then in principle other HDACs should also be able to create a boundary. Significantly, one other HDAC, Hos2, also was able to actively create a boundary against heterochromatin spreading, whereas all other HDACs tested had no influence on SIR spreading. Our observation that not every HDAC displayed boundary activity suggested that differences in the substrate specificity determine whether an HDAC is capable of boundary activity or not, although it is also possible that some of the HDACs lost their function due to fusion with GBD. Significantly, HDACs that are specialized to deacetylate a small subset of lysines show no boundary function, whereas Rpd3 and Hos2 have a relatively broad substrate specificity (Suka et al. 2001; Wang et al. 2002). A model for how the substrate specificity of an HDAC renders them capable of boundary formation is discussed in 4.7. Taken together, our observations suggested that in principle, the model of deacetylation prior to Sir2 is valid, although it is limited to Rpd3 and Hos2.

Another possibility for how HDACs actively create a boundary against heterochromatin spreading might be that they act as a large protein complex to block the spread of heterochromatin. Therefore, the recruitment of a large, sterically hindering complex to the
Gal4 binding sites at the reporter genes (Jacobson and Pillus 2004) might be able to physically block the spreading of the SIR complex. Since Rpd3 (L) works as a large protein complex (Kadosh and Struhl 1997; Kasten et al. 1997; Carrozzi et al. 2005; Keogh et al. 2005), this might be a possibility for Rpd3 to create a boundary. To test whether the deacetylation through Rpd3 or the recruitment of the large complex creates the boundary, we asked whether a catalytically inactive Rpd3 has boundary activity. However, we found that the direct disruption of the catalytic residues within GBD-Rpd3 (Kadosh and Struhl 1997) did not disrupt boundary function (data not shown). Surprisingly, further analysis revealed that deletion of endogenous \textit{RPD3} abrogated the boundary function of GBD-Rpd3, suggesting that wt Rpd3 is required for the boundary activity of GBD-Rpd3. Furthermore, GBD-Rpd3 was unable to complement other \textit{rpd3Δ} phenotypes (not shown), indicating that GBD-Rpd3 itself is inactive and can therefore not induce boundary formation. Since GBD-Rpd3 is required for boundary formation, another interpretation is that GBD-Rpd3 brings wt Rpd3 to the reporter gene, and therefore not GBD-Rpd3 has to be mutated in the catalytic residues, but mutation of endogenous \textit{RPD3} should be able abrogate the boundary activity. Exactly this was the case, indicating that the boundary activity of Rpd3 depended on the deacetylation activity of chromosomally encoded Rpd3. This indicated that the deacetylation activity of the targeted Rpd3 created the boundary, rather than a physical block against the SIR proteins. This supports the model that the removal of acetyl groups through Rpd3 is the driving force in the establishment of a boundary against heterochromatin spreading.

The model suggested above implies that a general removal of acetyl groups prior to Sir2 deacetylation abrogates SIR spreading. However, Hst2, as member of the sirtuin family of HDACs, even enhanced SIR spreading, suggesting that the activity of Hst2 stimulates spreading of the SIR complex. Significantly, Hst2 \textit{in vivo} is located mainly in the cytoplasm and is relocalized to the nucleus only during mitosis (Vaquero et al. 2006), making it unlikely that Hst2 has a function in supporting SIR spreading \textit{in vivo}. This further suggested that although both belong to the sirtuins and have the same substrates, their deacetylation has different consequences \textit{in vivo}, which is supported by the notion that \textit{hst2Δ}, in contrast to \textit{sir2Δ}, was unable to suppress the \textit{sas2Δ rpd3Δ} lethality. Taken together, we observed that two HDACs belonging to the class I HDACs, Rpd3 and Hos2, can actively create boundaries, whereas one member of the sirtuins, Hst2, supports SIR spreading. This suggested that the difference between the deacetylation mechanisms of the sirtuins compared to the class I HDACs might classify an HDAC as to whether it is a boundary element or not.
As an extension of this hypothesis one could ask if the deacetylation mechanism, rather than a broad substrate specificity, qualifies an HDAC to be a boundary element. One important difference between deacetylation through class I or class II HDACs and the sirtuins is the requirement of the cofactor NAD\(^+\) during the deacetylation reaction (also see 1.6). Like Sir2, every member of the sirtuin class of HDACs needs NAD\(^+\) and releases OAADPR during the deacetylation reaction. Since the HDACs that can form a boundary are class I HDACs, and one member of the sirtuins even enhances SIR spreading, one could speculate that the mechanisms of NAD\(^+\)-dependent deacetylation, especially the production of OAADPR, renders a sirtuin incapable of boundary formation. This goes in line with the theory that disruption of OAADPR production forms a boundary in that the mechanism of NAD\(^+\)-independent deacetylation renders the sirtuins unable to deacetylate its target residues and therefore unable to produce OAADPR. A role for OAADPR in SIR complex assembly and possible consequences of the loss of OAADPR production are discussed in 4.8.

However, to date we cannot exclude that the observation of boundary formation through Rpd3 is based on the deacetylation of targets other than histones through Rpd3. This target then might be required in the deacetylated form to restrict SIR proteins together with Sas2. Significantly, our data pointed towards effects of both factors in directly and independently restricting the SIR complexes through modifying histones, because the lethality between \textit{rpd3A} and \textit{sas2A} can be suppressed by mutating lysine residues within the histone tails. The notion that the boundary is caused by Rpd3 directly acting on histones is further strengthened by the fact that in principle also recruitment of another HDAC, Hos2, is able to create a boundary. Furthermore, the loss of Rpd3 led to a change of subtelomeric histone acetylation. This indicated that Rpd3 works as boundary element by deacetylating histones.

4.7 Which histone residues are important for the Rpd3 boundary function?

The hypothesis that histone deacetylation \textit{per se} is the mechanism that creates a boundary, together with the observation that not every HDAC can form a boundary, raises the question what determines whether an HDAC is capable of boundary formation or not. As discussed above, Rpd3 and Hos2, as HDACs capable of boundary formation, have a relatively broad histone substrate range (Suka et al. 2001; Wang et al. 2002). As a simple explanation, one could say that the more histone residues are deacetylated by an HDAC, the more likely it is to possess boundary activity. Rpd3 deacetylates all sites in the amino-terminal tails of histones, showing a preference for H4 K5 and K12 (Suka et al. 2001). Hos2 is specific for acetylation
sites on H3 and H4, but shows no deacetylation on H2A and H2B (Wang et al. 2002), suggesting that broad deacetylation of H3 and H4 are critical to boundary function of HDACs.

The latter model predicts that HDACs deacetylating various lysines remove the Sir2 targets. It might be a matter of chance that HDACs with a broad substrate range deacetylate one of the main Sir2 targets among various others. Sir2 was described previously to be quite specialized for specific residues, with H4 K16 as the most prominent in vitro target (Imai et al. 2000). Significantly, silent chromatin that is characterized by the presence of the SIR complex, is generally deacetylated (Braunstein et al. 1993). This suggested that the substrate range of Sir2 obviously is much wider as preference for H4 K16. Significantly, we found in rpd3Δ cells that the acetylation of H4 K5 and K12 in subtelomeric regions was reduced by the SIR complex. This analysis suggested that H4 K5 and K12 are also targets to Sir2 deacetylation, and therefore the residues that become globally more acetylated upon deletion of RPD3 are now available for Sir2. This in essence creates an important difference between H4 K5 or K12 acetylation, as compared to H4 K16 acetylation. On the one hand, H4 K5 and K12 not deacetylated by Rpd3 create additional Sir2 targets that are conducive for SIR spreading. On the other hand, the onset of H4 K16 acetylation by SAS-I, rather than its deacetylation, creates a boundary (Kimura et al. 2002; Suka et al. 2002). This implies that a functional difference exists between acetylation of H4 K16 and other lysine residues. We propose that acetylated K16, once deposited in chromatin, becomes inaccessible to Sir2 deacetylation, such that it cannot be used by Sir2 for SIR propagation along the chromatin fibre. Perhaps acetylated H4 K16 is inaccessible because it is occluded by the chromatin configuration (Shogren-Knaak et al. 2006), or because of the presence of H2A.Z (Shia et al. 2006) on the chromatin, whereas other residues are amenable to deacetylation by Sir2 and thus contribute to SIR boundary formation if they are deacetylated by another HDAC.

4.8 A role for the Sir2 metabolite OAADPR in heterochromatin spreading

After the recruitment of the Sir2-Sir4 heterodimer to heterochromatic loci, the activity of the SIR complex starts with the deacetylation of histones through Sir2 (1.8.4, reviewed in (Rusche et al. 2003)). One further event in SIR spreading is the binding of Sir3 to the deacetylated histone tails (Rusche et al. 2003). A crucial role within SIR complex assembly is the structural rearrangement that leads to the formation of the heterochromatic complex containing Sir2, Sir3 and Sir4. It has been shown that OAADPR, which is generated during
the NAD⁺-dependent deacetylation through Sir2, plays a vital role within this rearrangement (Liou et al. 2005), in that the SIR complex formation in vitro is dependent on OAADPR (Onishi et al. 2007). In this scenario, polymerization and spreading of SIR depends on the production of OAADPR. As a synthesis of this scenario and our observation of Rpd3 forming a boundary against heterochromatin spreading, one could hypothesize that the boundary function might be based on the disruption of OAADPR production through the NAD⁺-independent deacetylation via Rpd3.

One approach to address how the polymerization of SIR depends on OAADPR is to abrogate binding of OAADPR to SIR. As described in 3.1.15, the assembly of the SIR complex could not only be stopped by removal of the Sir2 substrate, but also through mutation of the AAA+ motif within Sir3. The observation that a mutation within the putative OAADPR binding site of Sir3 was sufficient for the disruption of SIR spreading led us to the hypothesis that this compound, which was previously described as a byproduct of NAD⁺-dependent deacetylation, plays a vital role in the establishment of heterochromatin. This strengthened our hypothesis that disruption of OAADPR production (through NAD⁺-independent removal of acetyl groups, as well as through disruption of OAADPR binding to the SIR complex) might be the driving force in the establishment of a boundary through HDACs.

Recently, a study described that OAADPR is dispensable for the establishment of silencing (Chou et al. 2008). This study used a fusion protein, containing the NAD⁺-independent HDAC Hos3 directly fused to Sir3 (Chou et al. 2008). They concluded that this Hos3-Sir3 hybrid bypassed the requirement of OAADPR, in that this molecule is able to nucleate silencing without the production of OAADPR during the deacetylation reaction (Chou et al. 2008). One possible explanation for a role of OAADPR in the assembly of the SIR complex is to bring all SIRs together (Liou et al. 2005). Therefore, OAADPR facilitates the interaction between the deacetylase Sir2 to Sir3. Generating a fusion of an HDAC directly to Sir3, however, might bridge this role of OAADPR. Essentially, all requirements needed to establish silencing are fulfilled with this molecule, namely generating a deacetylated lysine and thereby facilitating binding of the fusion protein to chromatin through the Sir3 part. The fusion protein can then deacetylate another histone adjacent to the previous one and generate another binding surface. Altogether, this creates a self-propagating system that obviously is sufficient to achieve silencing of the reporter genes tested. The recruitment of the Hos3-Sir3 hybrid to endogenous heterochromatic loci (the HM loci) thereby might be facilitated through Sir3 itself (Chou et al. 2008). This led us to the conclusion that OAADPR is not needed to
achieve artificial silencing through bridging the interaction between an HDAC and Sir3 through the generation of a fusion molecule. Our interpretation is that OAADPR is needed to couple deacetylation through Sir2 to the SIR complex assembly that requires Sir3, and therefore that OAADPR is needed for the establishment of the natural SIR complex.

4.9 Is OAADPR transported within the cell?

As shown above, the recruitment of the NAD\(^+\)-dependent HDAC Hst2 to the telomeric reporter genes stimulated spreading of the SIR complex. One possible interpretation would be that local production of OAADPR increases spreading of the SIR complex. If this were the case, then in principle other sirtuins should also be able to increase SIR spreading. However, only after recruitment of Hst2, silencing of the reporter gene was enhanced. Again, we cannot exclude that the other Hst proteins have lost their function due to the fusion to GBD. Nevertheless, one can hypothesize that the stimulation of SIR spreading through Hst2 might be based on local production of OAADPR that can then be bound by the SIR complex in the vicinity. This model makes the prediction that the OAADPR molecule can migrate from the place of deacetylation to the SIR complex to induce the reassembly that leads to the chromatin condensing, repressive complex. Indeed, the addition of OAADPR to a mixture containing oligonucleosomes and all SIR components is sufficient to induce this rearrangement \textit{in vitro} (Onishi et al. 2007). If the model of OAADPR migrating through the cells were true, then every NAD\(^+\)-dependent deacetylation reaction in the cell could stimulate SIR spreading.

Since Hst2 was able to stimulate SIR spreading when recruited to telomeric reporter genes, we wished to address this issue by asking whether a catalytically inactive Sir2 (Imai et al. 2000) that cannot support SIR spreading and cannot produce OAADPR, can be “reactivated” for SIR spreading by the production of OAADPR in the vicinity by deacetylation through Hst2. However, the complete derepression of telomeric reporters due to disruption of the catalytic activity of Sir2 could not be suppressed by recruitment of Hst2 (data not shown). One interpretation is that the mutation of Sir2 (\textit{sir2}-N345A, (Imai et al. 2000)) is located within the NAD\(^+\) binding pocket and therefore also might lower the affinity to OAADPR. Another interpretation would be that the deacetylation through Sir2 cannot be bypassed by another deacetylase, suggesting that the OAADPR molecule after deacetylation through Hst2 cannot be transferred to the SIR complex. However, Hst2 had the ability to stimulate SIR spreading when artificially brought to the telomeres. Significantly, Hst2, like
Sir2, preferentially deacetylates H4 K16 (Vaquero et al. 2006), although it in vivo is mainly located to the cytoplasm. Therefore, one interpretation for the Sir spreading stimulation might be an additional factor that for instance antagonizes the onset of H4 K16 acetylation through Sas2 as a boundary element and therefore unbalances the negotiable boundary at the telomeres (Kimura et al. 2002; Suka et al. 2002).

In summary, our hypothesis predicts that deacetylation through Sir2 generates the deacetylated state of histones that is bound by Sir3 and Sir4. During this step, all Sir proteins are close enough to enable the structural rearrangement that finally leads to SIR dependent chromatin compaction. Finally, we hypothesize here that the place of deacetylation and the place of OAADPR binding to the complex have to be in close proximity, making it unlikely that OAADPR is transported through the cell over distances longer than from one Sir protein to the other. Nevertheless, at this point we cannot exclude that the OAADPR molecule as such remains bound to Sir2 after the deacetylation and changes the confirmation of Sir2 to a state that can be bound by Sir3. Significantly, the prediction of the Sir3 structure revealed a putative binding pocket, for OAADPR. This prompted us to favour the theory of OAADPR leaving Sir2 and becoming bound to Sir3, which is supported by the notion that a subtle mutation within the putative OAADPR binding motif of Sir3 has the same consequence for SIR spreading as preventing deacetylation through Sir2.

### 4.10 A mechanism for Rpd3 as a boundary element

Taken together, our data indicate that chromatin deacetylation per se by Rpd3 is the cause for the establishment of a chromatin boundary. One event in SIR spreading is the binding of Sir3 to hypoacetylated histones, a state that is generated by the HDAC activity of Sir2 (Rusche et al. 2003). It has been suggested that the production of O-acetyl-ADP-Ribose (OAADPR) during NAD+-dependent deacetylation is one of the driving forces in the polymerization of SIR complexes along chromatin (Liou et al. 2005). Furthermore, Sir3 not only binds deacetylated histone tails, but also is discussed to be the recipient for OAADPR binding to the complex and driving the polymerization (Gasser and Cockell 2001). A putative OAADPR binding region within Sir3, is the AAA+ motif (Neuwald et al. 1999; Gasser and Cockell 2001). As discussed in 4.8, SIR spreading not only can be stopped by removing the Sir2 targets, but also through mutation within the putative OAADPR binding site of Sir3. This indicated a crucial role for OAADPR in SIR complex assembly and suggested that the loss of
this compound by NAD⁺-independent removal of Sir2 targets creates a halt to spreading of the SIR complex.

To summarize these observations, we propose the following model (Figure 33). The process of SIR spreading involves deacetylation through Sir2, production of OAADPR, binding of Sir3 and Sir4 to the deacetylated histones, OAADPR-induced structural rearrangement of the SIR complex, formation of the chromatin condensing SIR complex. This process is reiterated until it is stopped by a boundary element (Figure 33A, reviewed in (Rusche et al. 2003)) Chromatin deacetylation by Rpd3 in the vicinity of telomeres results in hypoacetylation, which thus removes potential acetyl-lysine substrates for the SIR complex. In the absence of substrates, the SIR complex cannot produce OAADPR and thus is hindered in its ability to propagate along the chromatin fibre. Thus, in essence Rpd3 deprives Sir2 of its substrate for OAADPR production, which causes a halt to SIR spreading (Figure 33).

Figure 33 Model for the mechanism of boundary formation by the HDAC Rpd3.
(A) SIR complex propagation on chromatin is driven by the deacetylation activity of Sir2 and concomitant production of OAADPR, which binds via Sir3 to the Sir2/ Sir3/ Sir4 complex (top). (B) Global chromatin deacetylation by Rpd3 results in the removal of acetyl-lysine substrates for Sir2 (red circles), thus halting Sir2 deacetylation, OAADPR production and SIR spreading, and consequently creating a barrier to heterochromatin spreading.

In summary, with this work we have expanded the current view of Rpd3’s function in the establishment of global histone acetylation patterns in that we found the Rpd3(L) complex to
restrict heterochromatin to telomeric regions. This boundary activity functioned by a novel mechanism in which the spreading of SIR complexes along the chromatin fiber was halted by prior removal of acetyl-lysine groups on histones by Rpd3. We propose that the deacetylation reaction of Sir2 per se, the generation of OAADPR by Sir2 and the binding of the metabolite to Sir3 are essential for SIR spreading and that they are abrogated by the competing histone deacetylation activity of Rpd3 in subtelomeric regions (Figure 33).

4.11 Summary and outlook

In this work we describe that spreading of the heterochromatic SIR complex can be stopped by removal of acetyl groups as well as by inhibiting the binding of the metabolite OAADPR to Sir3. In this study, we used an in silico structure prediction to determine a possible binding pocket for OAADPR binding. Our analysis showed that mutation within that region abrogated the activity of Sir3 in supporting SIR spreading. Nevertheless, to reveal more information about structural and energetic details of OAADPR binding to Sir3, another analysis will be needed. Although the in silico analysis and our data point towards binding of OAADPR to the AAA+ motif of Sir3, a detailed mutagenesis analysis will reveal more detailed information about the protein-ligand interaction. With the aid of the Pymol software, concrete van-der-Waals interactions between OAADPR and Sir3 can be predicted and taken as a starting point to modify single amino acids to influence binding of the metabolite. With the information which mutation leads a phenotype, the in silico prediction can be refined and brought towards the real natural conformation of Sir3.

A further possibility to characterize binding of OAADPR to Sir3 is a biochemical in vitro analysis of the affinity between Sir3 and OAADPR. To this end we constructed a 6×His-tagged Sir3 AAA+ domain and purified it using affinity chromatographic protein purification approaches. However, the resulting protein was not soluble enough to perform an adequate biochemical analysis that shows binding of the metabolite to the protein. Nevertheless, careful selection of truncation sites along the protein primary sequence can lead to a more soluble protein. With these proteins, the affinity between Sir3 and OAADPR can be measured, for instance by isothermal calorimetric analysis, and concrete binding constants can be calculated. Furthermore, the binding affinity of Sir3 mutations that result in the loss of Sir3 function in vivo can be measured by these methods, and the real impact of OAADPR binding on the nature of the SIR complex can be estimated.
Another possibility to reveal the structure of Sir3 would be to crystallize the AAA+ domain and obtain a crystal structure of the domain. However, the evaluation of protein truncations that result in a protein that form crystals and to obtain crystals that reflect the natural protein conformation is a time-consuming process.

Taken together, barriers between chromatin states have been described in a variety of organisms (Oki and Kamakaka 2002). Fundamentally, the functional distinction between active euchromatin and inactive heterochromatin is essential in order to maintain gene expression programs that drive development and differentiation in multicellular organisms. Interestingly, homologs of Rpd3 in larger organisms show strong functional parallels to yeast Rpd3 in gene repression, the control of replication initiation through global histone deacetylation (Aggarwal and Calvi 2004), as well as in aging (Rogina et al. 2002). In the latter case, the reduction of the RPD3 activity extended the lifespan of Drosophila (Rogina et al. 2002). The same lifespan extension was seen by subjecting the flies to caloric restriction, which was known previously to extend the lifespan of several organisms including yeast (Masoro 2000). In light of our data, the observed effect of longevity in RPD3 mutants may be interpreted as an effect of enhanced Sir2 activity. This observation strengthened the theory that, similar to the observations in *S. cerevisiae*, RPD3 works as a boundary element against heterochromatin spreading in *Drosophila*. Furthermore, similar to its boundary function in *S. cerevisiae*, mutation of RPD3 enhances position effect variegation in *Drosophila* (De Rubertis et al. 1996), in that subtelomeric reporters are repressed upon deletion RPD3, thus making it likely that Rpd3’s barrier function and the mechanism for boundary formation are conserved in higher eukaryotes.
5 Abstract

In *Saccharomyces cerevisiae*, spreading of the telomeric SIR heterochromatin complexes into centromere-proximal euchromatic regions is prevented by the activity of boundary elements. So far, these boundaries have been associated with chromatin opening activities, like histone acetyltransferases (HATs) or histone methyltransferases. Here, we show that the opposite enzymatic activity, the histone deacetylase (HDAC) Rpd3, was necessary to prevent the encroachment of heterochromatin into euchromatin at telomeres in *S. cerevisiae*.

We found by ChIP analysis that in the absence of Rpd3, the SIR complexes were mislocalized to more centromere-proximal regions, showing that Rpd3 was necessary to restrict SIR complexes to the telomere. Furthermore, quantitative RT-PCR showed that SIR proteins repressed subtelomeric genes in *rpd3Δ* cells, suggesting a role for Rpd3 in the restriction of telomeric heterochromatin. When combined with the absence of the known boundary factor, the HAT SAS-I, *rpd3Δ* caused inappropriate SIR spreading that was lethal to yeast cells. Significantly, the lethality between *sas2Δ rpd3Δ* was suppressed by *sir* deletions, suggesting parallel functions for the two enzymes in restricting SIR proteins to heterochromatin despite their opposing enzymatic activity. In addition, Rpd3 was capable of creating a boundary when targeted to the heterochromatic loci, indicating a boundary function for Rpd3. Further analysis showed that Rpd3 in essence functioned by removing acetyl groups, such that they were no longer available for NAD⁺-dependent deacetylation via Sir2. This further suggested that prevention of O-acetyl-ADP-ribose (OAADPR) production during deacetylation by Sir2 in effect prevented SIR propagation. This hypothesis was strengthened by the notion that inhibition of OAADPR binding to Sir3 created a halt to SIR spreading. In further experiments, we found that Rpd3 interacted *in vivo* with Cac1, the largest subunit of the chromatin assembly complex CAF-I, suggesting that it deacetylated cytoplasmic histone acetylation marks in a replication-coupled fashion. Thus, Rpd3 likely performed its function in SIR restriction through a transient contact to chromatin, rather than being permanently located at subtelomeric regions.

In summary, our data indicated that Rpd3 effectively removed acetyl groups in subtelomeric regions and therefore deprived Sir2 of its ability to perform the deacetylation reaction and in doing so to produce OAADPR. This in essence prevented SIR propagation and created a boundary against heterochromatin spreading.
6 Zusammenfassung


Zusammengefasst zeigen die Daten, dass die Deacetylierung durch Rpd3 die Sir2-abhängige Deacetylierung und somit die OAADPR-Produktion unterbrach, und dadurch die Assemblierung und Ausbreitung des SIR-Komplexes verhinderte.
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