The Role of Noradrenaline in Tuning and Dopamine in Switching Between Signals in the CNS

ROBERT D. OADES

Max-Planck-Institut für Hirnforschung, Deutschordenstr., 46, 6000 Frankfurt a M 71, West Germany and Laboratoire de Neurobiologie des Comportements, Université de Bordeaux II 146 rue Leo Saignat, 33076 Bordeaux cedex, France

Received 17 June 1984

OADES, R. D. The role of noradrenaline in tuning and dopamine in switching between signals in the CNS. NEUROSCI BIOBEHAV REV 9(2) 261-282, 1985.—Neuronal catecholaminergic activity modulates central nervous function. Specifically noradrenaline can exert a tuning or biasing function whereby the signal to noise ratio is altered. Dopamine activity may promote switching between inputs and outputs of information to specific brain regions. It has been ten years since evidence for a tuning function was advanced for noradrenaline [246,247] and in the last 5 years the switching hypothesis for dopamine has been tentatively put forward [39]. Recent studies are reviewed to show that while catecholamine activity contributes to neural interactions in separate brain regions that give rise to the organization of different functions, their working principles may be common between species and independent of the nucleus of origin. Behavioral examples are discussed and an attempt is made to integrate this with evidence from intracellular recording studies. It is suggested that the tuning principle in noradrenergic systems is particularly important for the formation of associations and neural plasticity (interference control) and that the switching principle of dopaminergic systems modulates the timing, time-sharing and initiation of responses (program-control).
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MOST studies of the functions of the catecholamines (CAs) in the central nervous system (CNS) have been related to the role of one transmitter or the other in one set of observed phenomena, often in a restricted part of the brain. The phenomena have been concerned with the physiological effects on the neuron and with the organization of a specific behavioral response.

In the last ten years evidence has slowly accumulated that indicates that there may be a specific working principle for the action of noradrenaline (NA) and another for dopamine (DA) throughout the CNS irrespective of the nucleus of origin. The idea is embodied in the term 'modulation,'—an expression that was, by a curious coincidence, chosen independently by physiologists and by those studying organismic behavior [82]. Two types of modulatory principles will be discussed. The proposal is that NA activity tunes the relationship between the incoming signal and the noise from other sources (e.g., [171, 245-247]). DA activity facilitates switching between channels of activity in given brain regions (e.g., [39]).

This article is a select review. It is not my intention to discuss recent data pertinent to the ideas embodied in these two working principles. The principles refer to the control of information flow. It is not surprising that many of the pertinent results discussed derive from studies of stimulus processing and learning. I have selectively referred to other behavioral systems in order to illustrate the potential generality of the hypothesis. This review avoids trying to provide an account for how behavioral systems (e.g., learning and motivation) or specific regions (e.g., frontal cortex and hippocampus) function. Hence the discussion for the most part concentrates on the "ascending" CA systems of the CNS. I broach two questions—have these ideas come of age for the interpretation of phenomena observed by neurobiologists and are they compatible with our current knowledge of transmitter function at the cellular level?

THE CATECHOLAMINE SYSTEMS—ANATOMICAL CONSIDERATIONS

In man there are small groups of pigmented cells in the mid- and hind-brain known as the "blue place" (Locus coeruleus, LC) and the "black substance" (Substantia nigra, SN) that synthesize the neurotransmitters NA and DA re-
pectively. Throughout the vertebrates there are small groups of NA- and DA-cells in the brain stem, although the pigment is usually lacking.

In mammals NA fibers originate in the A6 (LC) and A7 nuclei in the dorsal lateral pontine tegmentum and more caudally in the dorsal (A2, A4) and ventral (A1, A5) brain stem (lateral tegmental field; see [113] for details). DA fibers arise from the A8--A10 nuclei located ventrally in the mid-brain (SN/A9 and ventral tegmental area, VTA/A10). There are also incerto-hypothalamic and periventricular systems [137]. These fiber systems are often referred to in functional studies as the dorsal and ventral NA bundles to reflect the origins (A6 vs. A1, 2, 5, 7) and the areas they innervate (neocortical vs. subcortical areas) respectively. At the level of the hypothalamus most ascending NA fibers are found in the medial forebrain bundle (MFB). DA fibers arising from the A8--10 nuclei are also found in the MFB. One can make two broad generalizations on the projection pattern of these DA fibers. First, the more laterally placed cells project to more lateral regions of the forebrain; second, whereas the A9 group projects more toward the basal ganglia, the A10 group projects more to areas that are cortical or limbic in structure or function [138, 185, 248, 255, 265].

With the increasing size of the forebrain during vertebrate evolution the CA-fibers increased their distribution and gained the ability to modulate the functions of newly developing regions without losing their influence on the more primitive structures. Both NA- and DA-terminals develop in the neoc-, archi- and paleocortices, in the hypothalamus and thalamus, the cerebellum and brainstem.

However, the pattern of innervation, at the macroscopic level, and the terminal field arrangement, at the microscopic level, differs for the two CA systems. In contrast to what one might expect from the relative number of cells in the DA and NA nuclei, NA neurons show a far more extensive pattern of collateralization. No cortical cell is further than 30 μM from an NA-containing bouton [54]. Thus, in the rat, for example, the LC system projects to all parts of the frontal cortex whereas the VTA system projects to specific layers of the anteromedial, supragenual and suprarhenal prefrontal cortex [139]. The neocortex shows a diffuse NA innervation, but a specific and localized DA innervation [187]. Whereas NA neurons often show a broad network of numerous collaterals in their terminal fields, DA neurons ramify more abruptly at their ends into dense "nest- or basket-like" aggregations around other cells [139, 184]. But within the VTA there are more laterally and more medially situated cell-groups with different pharmacological characteristics [252] and anatomical features, whereby the lateral group shows more collateral connections than the medial group [143]. Last, but not least, it is important to note in a review of the modulatory roles of the CAs that there is a greater propensity for many more NA than DA terminals not to be associated with classical postsynaptic contacts [15].

### CATECHOLAMINE FUNCTION: THE LEVEL OF ANALYSIS

I have sketched the anatomical bases in such a way as to facilitate thinking of CA projections as systems—systems that are unlikely to mediate a phrenological mosaic of separate and specific functions. However the sheer breadth of the CA involvement in brain function does not encourage positing common principles of CA action and function. NA- and DA-pathways play a role in the control of eating and drinking; of reproductive, stress-related and motor behavior; of attention, memory and intracranial self-stimulation (ICSS) (reviews [3, 7, 37, 162-165, 189, 230]).

Without wishing to question the breadth of the work that led to these conclusions, such a spectrum encourages thinking of a role for CA systems, perhaps, in terms of "volume control" rather than mediating the "melody" [55]. Use of this analogy easily leads (by turning the control knob) to the concept of "enabling" or "disenabling" the actions of other transmitter systems [23, 82]. One further step in the development of this analogy leads to the possibility of tuning (signal to noise and/or volume), the proposed role for NA systems, and of switching (on/off, between information sources), the proposed role for DA systems.

Thus the proposed explanations of the roles of NA and DA in mediating the functions listed above are pitched at the level of signal propagation or what happens when CAs are released in a population of neurons to which and from which a large number of fibers project. The evidence comes from two extremes—from the analysis of events in a single neuron and changes of behavioral responsiveness of the organism as a whole.

### NORADRENALINE, THE RELATION OF SIGNAL TO NOISE

The principle for NA function states that an increase of NA activity promotes the processing of the signal arriving in an assembly of components in the region of the NA projection rather than the noise arising from other activity. In other words, NA activity promotes the processing of important information rather than that which is less relevant to the ongoing state of the system (or animal). The result is that NA activity can facilitate the processing of some information (e.g., signals) but impede that for other information. But, as we shall see below, it is important to note that the inverse is not necessarily true. That is to say the absence of NA activity does not automatically prevent the processing of signals (Fig. 1).

Such a role, whereby the amplitude of a signal may be biased in comparison to other input, has the advantage of resolving the paradox that interference with NA-systems may under one set of conditions potentiate a range of behavior, but under other circumstances may depress the same behavior [7]. I shall discuss how these opposite effects could be mediated at the level of a single neuron after describing examples of tuning the signal to noise ratio at the level of behavioral responsiveness, the activity in a neuronal system and some of the technical difficulties that make the interpretation of these results difficult (next 3 sections).

### Some Methodological Problems

Two areas of investigation have provided good evidence for the "tuning" principle by an exemplary combination of neurophysiological and behavioral techniques (next section). But if this is a principle for NA function it should apply to the processing of signals whether they relate to stimuli from...
and controversial. Let us briefly consider some of the technical reasons, often overlooked, that may help to explain stress and the consolidation of stimulus traces. (The putative effects of the brain regions affected may not be the sum of the ascending fibers and the impairment to the sum of the LC—DNAB relay cells. This can be prevented by alpha methyl para tyrosine or alpha-NA blocking agents. However a very brief pulse train (5 pulses at 500 Hz) can apparently lead to an NA-independent suppression of the relay neurons [120].

(2) Brain lesions. The goal of such damage is usually to deplete NA levels and reduce NA activity in the forebrain. It is often (conveniently) overlooked that electrolytic lesions affect the function of non-NA components but such lesions are often less effective on NA systems than chemical lesions ([37] Table 1). Further lesions may be made in the ascending fiber bundle or in the LC itself. The result of damage to the functions of the brain regions affected may not be the same after the destruction of the DNAB and the LC [95]. For example, electrical stimulation of the LC is claimed to mimic or to enhance the function of the area under study. But, clearly, as Salafia and Allan [238] showed, too high a current density or an inappropriate pulse frequency can lead to lesion-like effects. Further the LC does not only consist of NA somata. Other components can be activated by different stimulus parameters. Thus, for example, LC stimulation with 0.05 msec square pulses of 2–5 V repeated for several seconds at 200 Hz can lead to an excitation of lateral geniculate relay cells. This can be prevented by alpha methyl para tyrosine or alpha-NA blocking agents. However a very brief pulse train (5 pulses at 500 Hz) can apparently lead to an NA-independent suppression of the relay neurons [120].

(3) NA levels. (a) Decreases are often treated as synonymous with decreased activity, although it is accepted that the same result for DA can reflect increased levels of metabolites and transmitter utilization. (b) With an approximate survival time the toxins 6-OHDA and DSP4 are used to deplete NA levels. These treatments can lead to supersensitivity, but this is likely only if depletion is clearly in excess of 90% [62,280]. Depletions above and below this level can lead to opposite results. Even then, some studies report no increase in receptor number after 93% NA depletion with 6-OHDA [53] or 42–94% NA depletion with DSP4 [62]. (c) 6-OHDA lesions of the DNAB can reduce DA levels in the caudate nucleus and NA levels in the hypothalamus by 25–50%, respectively (cf. Table 1). But explanations of behavioral changes caused by such treatment are seldom sought in these brain regions or in the interactions between DA and NA (cf. [95,268]). (d) Small and large changes may be significant for the interpretation of results. Thus mild stressors and novel stimuli can increase the release of NA by 20%. This is a small change that markedly reduces the dose of adrenergic agents necessary to affect retention performance [82]. At the other end of the scale, an increase from 10% to 23% of cortical NA (after 6-OHDA lesion) markedly reduces the performance deficit seen during the extinction of partially reinforced responding [209]. Yet, studies routinely include animals with 50% cortical NA in their experimental groups showing a “major” NA deficit.

(4) Behavioral tests. Their design for the study of NA function, as with the study of brain function in other fields of research, often invite rather than allay controversy. Despite claims to the contrary, reports seldom replicate each other (e.g., maze alternation [166, 175, 215]) and make improbable assumptions (e.g., on the nature of a stimulus that should distract [9, 58]).

It is not the purpose of this article to review the technical features of all studies of NA function, but with the caveats listed briefly above it is possible to draw together the threads of direct and correlative evidence for the proposed NA working principle.

The Principle in NA Systems: Primary Evidence

The first example comes from the study of visual perception [140]. Under conditions of arousal (waking) the excitatory and inhibitory components of the response of cells recorded in the lateral geniculate nucleus of cats to spatially restricted visual stimuli were enhanced. Responses from both the receptive field center and the antagonistic surround were enhanced. Visually evoked responses in the striate cortex were easier to observe against a more regular or reduced background firing when the animal awoke (i.e., signal amplification and spontaneous background reduction). There have been numerous reports of the correlation between neuronal activity in the LC, the EEG and behavioral measures of arousal [140, 177]. Indeed electrical stimulation of the LC further exaggerated the changes of visual response that were seen on waking ([140, 149] cortical iontophoresis of NA [119]). Facilitation of reactivity, through application of NA or LC stimulation, is improved when stimuli are presented with the optimal orientation or direction for the specific cell recorded. No facilitation is observed if the least optimal mode of stimulus presentation is employed [244]. Similar results have been obtained from the somatosensory [292, 298, 299] auditory cortices [71] and the cerebellum [73].

A second important example comes from the study of
hippocampal function in rats [245–247]. The firing of the pyramidal cells tends to be inhibited after the animals have heard a loud tone. Electrical stimulation of the LC inhibited the spontaneous firing of most hippocampal cells. These responses were antagonized by agents that interfere with NA transmission. The responses of cells to non-significant tones were augmented (usually further decreased) by pre-conditioning stimulation of the LC. However if the tone signaled milk reinforcement, an excitatory response was recorded that was significantly increased by stimulation of the LC. In particular, priming stimulation of the LC facilitated the formation of late components in the reactivity of the hippocampus to afferent stimulation [244]. Here is a mechanism whereby excitation to non-significant stimuli is reduced, but the "signal to noise" ratio for a response to significant stimuli is increased. In this way, the dorsal NA system may perform a useful filter-like role in selective attention by reducing the chance of response to irrelevant stimuli (noise) (cf. further discussion in [163, 164, 171, 173]).

**Secondary Evidence: A Background of NA Function in Information Processing and Behavior**

How far does our current understanding of NA systems fit the idea of tuning? Here I attempt to make a resumé of findings, some controversial, with particular reference to the role of NA in the processing of stimuli and signals. In advance I should point out a feature implicit in the tuning hypothesis. The absence of NA activity may hinder the processing/tuning of a signal and the subsequent development of appropriate behavioral change but, in contrast to the absence of DA activity, one would rarely expect processing to be blocked. Rather the performance may simply not attain the level shown by controls since the "signal" does not stand out from the noise. Alternatively the "signal" may take longer to come to control behavior.

Single and multiple unit activity in the LC increases with the state of wakefulness [11]. Units are sensitive to polymodal inputs [12] and respond in particular to novel [290] and disruptive stimuli [11]. Novel stimuli, exploration and mild stressors elicit a small (c. 20%) and transient (10 min) release of NA in the terminal regions [82, 264].

The mobilization of NA may assist an animal to notice and to learn about the significance (or lack thereof) of new stimuli. The implantation of NA into such regions may enhance responses to novelty, such as rearing (e.g., hippocampus [70, 216]), or may suppress it (e.g., basal ganglia [264]), depending on the region and the nature of the interaction of NA with other transmitter systems. However, as the amount of NA released in novel situations is small, it is not surprising that 6-OHDA lesions have usually been reported to result in little (DNAB [287, 294]; VNA [287]) or no change of exploratory behavior, whether placed in the adult or the young rat [107, 210, 236]. But pre-/peri-natal treatment with 6-OHDOPA, that crosses the placental barrier, did cause an increase of hole-exploration and locomotion [126, 186]. The plasticity of the system is indicated by the attenuation of this effect between 5 and 8 weeks of age. This could account for the negative result from Crow and his colleagues [45] or the marginal increase found in the holeboard by the same authors [294]—so long as there were objects under the holes.

Of clear importance is whether the novel stimuli elicit or concur with corticosteroid (CS) changes. Thus the one study that found lesion induced locomotion increased with increasing CS levels [126] and the other found less attenuation of exploration over time in adrenalectomized animals [294]. This may account for the slight attenuation of habituation reported by Mason and Fibiger [166] as measured by the number of contacts (if not the latency) to a novel object. Relatively few studies record CS levels unless actively investigating stress mechanisms. It is interesting that in the case of "double novelty" (novel food/object in a novel environment) a reduction of NA levels (6-OHDA [161]; DSP [4,52]) led to the other extreme of enhanced neophobia (originally observed [176]). Animals appeared to be unable to attenuate their reactions to "double novel" stimuli like controls even though neither emotional behavior [52] nor CS levels [161] seemed to be altered. (Apparently DSP4 treated and control rats, drinking a novel solution from creaking bottles, did not show differential levels of neophobia [9]. However, one reading of their continuing taste aversion experiment would suggest that an interference of NA depletion on the subsequent consolidation of the task may have derived from the initial unmodulated "double novelty" exposure.)

Conclusive evidence that NA activity contributes to the elaboration of the startle response to a loud noise is lacking. Lesions of the DNAB or VNAB are reported to show little [51] or no effect [287]. However, levels of NA remaining in the CNS and particularly NA activity in the unaffected descending spinal afferents may be sufficient to mediate normal startle responsiveness. Treatment with either the alpha agonist clonidine [51], which depresses levels of NA metabolites [121, 296], or a dopamine decarboxylase inhibitor (diethyl thiocarbamate [262]) depress the amplitude of the startle response quite strongly. But it is not clear from these reports whether this may be attributable to a general decrease of locomotor activity and sedative effect of these drugs. (see addendum)

Does NA activity assist in the processing of stimuli pertinent to task solution? The rate of disappearance of central 3H-NA has been correlated with the acquisition of a two-way active avoidance (Hraschek et al. [131]). The utilization of cortical NA in this paradigm increased by 4% [59]. This is the same order of magnitude as is induced by inescapable shock. However, Kovacs and his colleagues [131] showed that normal rats that performed a one-trial step-through passive avoidance well, had double the NA turnover in the dentate gyrus of the hippocampus of those which learned poorly. (The role of the hippocampus in the selective aspects of learning [271] and the dentate gyrus in the corruption of information [215] has been well documented.) Further a series of studies in Bordeaux has shown that electrical stimulation of the MFB or of the LC (not SN, N. accumbens or parietal cortex) can facilitate both the acquisition and reversal of light/dark discriminations. This effect has been reported for both appetitively and aversively reinforced tasks [248, 285, 286].

Early reports of lesion-induced acquisition deficits (e.g., [6, 44, 167]) either could not be replicated [234, 294] or have been reinterpreted [173, 230]. Generally speaking, the DNAB lesion does not grossly impair the acquisition of simple discriminations between spatial cues [30, 92, 214, 263] or standard passive/active avoidance tasks [230, 250]. When the demands of the task are simple (the message comes through without tuning) or NA activity is not eliminated (cf. Table 1) this statement should not come as a surprise (see first paragraph in this section). However, more recently, several laboratories have looked again at task performance after depletion of NA.
TABLE 1
SELECTED REPORTS OF NORADRENALINE (NA) AND DOPAMINE (DA) LEVELS (%) AFTER VARIOUS "NORADRENERGIC" LESIONS

<table>
<thead>
<tr>
<th>Study</th>
<th>NA</th>
<th>DA</th>
<th>VB</th>
<th>DB</th>
<th>LC</th>
<th>CX</th>
<th>+</th>
<th>H</th>
<th>Mes/Di</th>
<th>CX(H)</th>
<th>Mes/ Di</th>
<th>ST</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clark [37]</td>
<td>EL</td>
<td>46</td>
<td>EL</td>
<td>no analysis</td>
<td>99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Davis et al. [51]</td>
<td>6OHDA</td>
<td>16</td>
<td>8-20</td>
<td>92</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>McCormick and Thompson [178]</td>
<td>6OHDA</td>
<td>92</td>
<td>77</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tremmel et al. [274] 6OHDA</td>
<td>19</td>
<td>68</td>
<td>81 (brain)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sessions et al. [250] 6OHDA</td>
<td>7-14</td>
<td>5-26</td>
<td>47-65</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Verleye and Bernet [287] 6OHDA</td>
<td>1</td>
<td>33</td>
<td>31 (39)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jerlicz et al. [112] 6OHDA</td>
<td>88</td>
<td>51</td>
<td>81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jerlicz et al. [112] 6OHDA</td>
<td>88</td>
<td>51</td>
<td>81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Everitt et al. [65] 6OHDA</td>
<td>77</td>
<td>86</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carli et al. [30] 6OHDA</td>
<td>16</td>
<td>54</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lorden et al. [142] 6OHDA</td>
<td>60</td>
<td>33</td>
<td>81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mason and Fibiger [166] 6OHDA</td>
<td>4</td>
<td>26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mason and Iversen [172] 6OHDA</td>
<td>16</td>
<td>4</td>
<td>33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mason and Iversen [167] 6OHDA</td>
<td>2</td>
<td>26</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mason and Fibiger [168] 6OHDA</td>
<td>5</td>
<td>4</td>
<td>33</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Owen et al. [209] 6OHDA</td>
<td>16</td>
<td>2-9</td>
<td>56-70</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pisa and Fibiger [214] 6OHDA</td>
<td>4-10</td>
<td>28-45</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pisa and Fibiger [215] 6OHDA</td>
<td>9-14</td>
<td>50-57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rickert and Lorden [225] 6OHDA</td>
<td>43-57</td>
<td>58-69</td>
<td>100-112</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roberts et al. [234] 6OHDA</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Veney et al. [284] 6OHDA</td>
<td>2</td>
<td>3</td>
<td>142</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Venley et al. [285] 6OHDA</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wendland and File [294] 6OHDA</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mason et al. [175] 6OHDA ip perinatal</td>
<td>3</td>
<td>96</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O’Shea et al. [207] 6OHDA sc perinatal</td>
<td>29</td>
<td>9</td>
<td>108</td>
<td>111 (87)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sutherland et al. [263] 6OHDA sc perinatal</td>
<td>67</td>
<td>c4</td>
<td>170-190</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Archer [9] DSP 4</td>
<td>10</td>
<td>2</td>
<td>52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Archer et al. [9] DSP 4</td>
<td>21-24 (NA)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Delini-Stula et al. DSP 4</td>
<td>27</td>
<td>11 (e66-69) (no change)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dunwiddie et al. [62] DSP 4</td>
<td>6-58</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flexner et al. [69] Fla 63 ip</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

E-L, electrolytic; 6-OHDA, 6-hydroxydopamine; DSP 4, N2-chloroethyl-N-ethyl-2-bromobenzylamine; VB, ventral bundle; DB, dorsal bundle; LC, locus coeruleus; CX, cortex; H, hippocampus; Mes/Di, mes-/di-encephalon; ST, neostriatum.

If numerous choices are introduced to a maze, lesioned animals may not reach as high a learning criterion as controls [133]. The same problem was shown on temporal discriminations—it was easier for the DNAB group to reach a learning criterion of 67% than 85% [232]. A similar problem with the achievement of a strict learning criterion has been observed after DSP4-induced NA-depletion on discriminated or active avoidance tasks [9] or by the addition of adrenalectomy to the 6-OHDA lesion [205,206]. In a similar vein, more complete destruction of the DNAB system can be achieved with 6-OHDA if animals are treated perinatally. Such manipulations may suppress the beneficial effects of enriched rearing on learning a Lashley III maze [207], may abolish the sparing observed after frontal damage in finding a platform submerged in an opaque fluid [263], and may even slow down the rate of acquisition of a spatial alternation task [175]. Indeed, with the emphasis on the complexity rather than the lesion technique, if a complex temporal discrimination (in the auditory or visual modality) is presented to rats with 6-OHDA-DNAB lesions an acquisition impairment may be recorded [65]. It seems that the signal must be embedded in other information and/or the levels of NA must be well depleted in order for a lesion-induced impairment to be seen. But, what about the performance of lesioned animals in the presence of clearly irrelevant stimuli (e.g., in the paradigms of distraction and learned inattention)?

It is no surprise to learn that a loud noise interrupts (or
not) ongoing behavior as much in normal as in lesioned animals [30, 45, 58]. But if the stimulus load is increased more subtly (e.g., decrease of interstimulus interval) the DNAB-lesioned animals show an impairment of accuracy of their learned performance [30, 229].

If an animal is preparing a decision, NA depletion should lead to a relative inability to tune out potentially relevant stimuli. This has been demonstrated by presenting visual/auditory stimuli that were related to but irrelevant to a visual/auditory discrimination to rats that were partially trained [65]. Similarly, a transient, increased distractibility has also been reported when the overhead lighting was changed before an operant response [168] a white noise was played before the visual discriminanda were presented [30] or when rats were required to walk past unexpected visual and tactile stimuli on the way to a runway goal box [234].

If a decision to respond has been made, then an impairment of the tuning mechanism would reduce the likelihood of a new stimulus interrupting or controlling behavior. Thus a transient decrease of distractibility was found when a tone was played while water-deprived animals were drinking [58], when the bottles made noises during drinking [9] or when eye-level lighting changed during operant responding [168]. (The absence of a distracting effect when stimulus brightness decreased [30] may be ascribed to the perseverative intertrial responding shown by animals that had clearly well-learned the discrimination.)

In this context, another sort of “distracting surprise” is the omission of expected reinforcement (extinction). In accordance with the preceding paragraph, the delay in tuning out the learned, now irrelevant stimulus, from controlling behavior is well documented for a range of operant [10, 58, 209, 214, 215, 273, 274] and classical conditioning tasks [170, 172, 178]. Owen et al. [209] have also pointed out that the reduction of partial reinforcement effects on acquisition of a runway task (run speed increased) and its extinction (resistance diminished) support the hypothesis of NA modulating the control of behavior, in this case, by “significant signals” of non-reward.

In the latent inhibition task (LI) pre-exposure to non-reinforced stimulus(i) retard(s) subsequent conditioning to the stimulus(i). An attenuation of LI should be found after inadequate learning of the “insignificance” of the stimulus in the pre-exposure phase or enhanced flexibility (switching or tuning) when reinforcement then (surprisingly) follows. The first phase is notoriously sensitive to the mode and number of stimulus presentations, handling and the degree of familiarization with the apparatus: these variables alone could account for various contradictory results ([21, 293], Oades unpublished results). An acquisition impairment in this first phase, as has been reported by Everitt et al. [65], has been advanced to explain the LI attenuation claimed for DNAB rats [174]. Such a “floor-effect,” whereby both exposed and non-exposed animals showed some acquisition deficit in the reinforcement phase, may have prevented a further LI deficit from becoming apparent [65]. Indeed Archer and his colleagues have reported a context-dependent enhancement of LI in DSP4-treated rats in a conditioned taste avoidance task [9].

In the absence of severe learning impairments following NA depletion it is not surprising that LI has been observed similarly in controls and NA-depleted animals in simple operant (6-OHDA [141]) discrimination (6-OHDA [232]) and active avoidance learning (DSP4 [8]). In view of the tuning function ascribed to NA, it might be more pertinent to ask what happens when NA activity is stimulated in such situations. I am not aware of such an experiment having been reported.

However, remembering the effect that ‘double novelty’ had on NA-depleted rats, it is of interest that Lorden and her colleagues [141] found an attenuation of LI in 6-OHDA-treated animals after a few exposures (contrast [232]) to two stimuli. Even mild decreases of NA in 6-OHDA-DNAB-treated rats can induce an equivalent responsiveness towards both novel and pre-exposed stimuli [225]. The same group had earlier reported an attenuation of the conditioned blocking of a conditioned emotional response, where the second stimulus (e.g., light) is redundant to the first signal (e.g., tone) of impending foot-shock [142]. I suspect that this group obtained these effects because they used situations where animals inevitably had to assess the relative significance of two stimuli (an essential role for NA). However, I believe the results may not reveal very much about the nature of the putative NA-modulated attentional mechanisms [148], but rather can be interpreted in terms of distraction in the pre-decision phase of learning (see above).

Other types of task require an animal to be flexible and to change—a new relevant modality supersedes the previous one (transfer) and/or the operant (level) may be changed (reversal). DNAB lesions impair the “new acquisition” [232]. In both cases, only a poor learning criterion is easily achieved. But this line of experimentation, where previous learning plays a role, throws another point into relief—namely the consolidation and/or retrieval of the trace of a significant stimulus. The transfer of such a trace from a state vulnerable to interference to more secure storage (and vice versa for modification) also requires selective processing. What may prove to be a good example here is the (1/3–2/3) increase of forebrain NA (not DA) found associated with the visual experience of imprinting in chicks [49].

LC lesions (E–L) immediately after acquisition of a 1-trial passive avoidance prolong the period of susceptibility of this learning to disruption by electroconvulsive shock from a few hours to at least a week [218, 302]. Learning of a shock-motivated Y-maze discrimination by naive rats remains susceptible to localized (temporal) disruption by puromycin for 1–3 months if the animals are repeatedly treated with dopamine-β-hydroxylase inhibitors [69]. By contrast, post-trial treatment with NA is one of several that can enhance the retention of shock-avoidance training in rats and mice [81, 220]. This effect seems the more specific considering that NA synthesis inhibition itself can result in amnesia [93, 220, 222]. This amnesia can be reversed by phosphodiesterase inhibitors that raise levels of cAMP. (N.B. β-receptor is linked to adenylyl cyclase: LC lesions increase β-receptor density [251].)

Not only consolidation but retrieval processes are implicated. Rats tend to “forget” what they have learned about a 6-choice maze after a pause of 25 days. Exposure to contextual cues improves their performance. It is precisely such an exposure that increases NA utilization (MHPG increase) in the hippocampus (but not the cortex) [239, 240]. The correlation between a suppression of CSF NA metabolites and the degree of memory deficit in Korsakoff patients [179] could support this result, but this has not been confirmed [160]. Nonetheless, marked regional depletions of NA with degeneration-compensating increases of utilization do correlate with increased dementia [84].

At the level of interpretation of function in this article there need be no a priori distinction between an electrochem-
tical signal representing newly perceived stimuli or those representing a mnemonic trace. Both may control or be affected by motivational changes and the organismal state (e.g., anxiety). In each case there will be a series of events and a role for tuning the one with respect to the other. Indeed, Gray [89] has included a similar "attention-related" role into his theory on anxiety. (Increases of NA activity, anxiety and arousal (and the relation of the possible overtuning of events) are reviewed in [34,88].) The argument should not get bogged down in specific cognitive constructs nor in specific attributes of brain region or systems. For example, the amygdala may process positively reinforced associations and the hippocampus the negatively reinforced ones [94,104]. With NA actively involved in both functions and in both regions [10,131], it is little wonder that damage to both structures impairs information processing more than to either alone [183].

With respect to the tuning hypothesis, the same type of generalization can be applied to dorsal and ventral NA systems, even if their different projection regions are involved in processing different types of information [197]. Ventral NA systems may intervene directly in the processing of stimuli associated with positive reinforcement via the motivational and neuroendocrine systems of the hypothalamus and neighbouring brain regions [230,283]. However, in view of the widespread interconnections of the ventral NA system with subcortical DA systems [204], it seems likely that NA would modulate other monoaminergic signals as they reach the basal ganglia and projection regions of the VNAB [128,130]. This may also help to explain the findings that many parts of the dorsal and ventral systems as well as projection regions of the DA system will support intracranial self-stimulation [77, 228, 246, 260]. It would also provide a reasonable interpretation for reports of increased explorative locomotion in the open field and facilitated acquisition of conditioned avoidance after ventral bundle lesions [112,129].

Thus there is no reason to suppose that the ventral NA pathway has a fundamentally different role from the dorsal route where the level of argumentation is pitched at modulation by tuning (cf. also [287]).

In conclusion, I have largely concentrated in this section on studies relating to the NA involvement in learning rather than motivation and anxiety. The arguments should pertain to the latter, but since they are expressed in terms of information processing, it is easier to review the fit of the hypotheses to results from studies of learning. These studies offer some correlative support to the tuning hypothesis. Where there are apparently paradoxical results, they are likely to be explicable in terms of the type or degree of NA depletions and post-lesion recovery of function (cf. increasing depletion, E-I vs. 6-OHDA, 6-OHDA-DNAB vs. 6-OHDA-LC and DSP4-ip or the experimental protocol (e.g., distinction of stimulus presentation in conditioned inhibition paradigms from those for distraction and reversal).

NA activity assists in tuning all classes of internal and external stimuli in the CNS. But its role is not absolutely essential. This means that decisions over processing one rather than another set of stimuli can be made independently of NA activity. Thus NA activity has less marked effects on well-learned behavior, but noticeable effects if decisions have not been clearly made and consolidated. Future elucidation of the specific action of NA should beware of neurobiological or cognitive reductionism and embrace a wider spectrum of neurobiological and behavioral manipulation. With the current emphasis on lesion studies, it may be relevant to translocate the dictum from behavioral pharmacology—that a given manipulation may impair the performance of a subject does not necessarily imply that the opposite action specifies normal function.

**On a Neuronal Mechanism**

In this section neurophysiological studies will be discussed to show how apparently opposing effects, with regard to the behavioral responsiveness to given stimuli, might be mediated at the neuronal level (cf. original sources—section on primary evidence).

The first stage was the demonstration that NA, an "inhibitory" transmitter, can facilitate the action of excitatory transmitters by a presynaptic action. We can illustrate these effects from recent work from the laboratory of Nicoll [111,150]. Electrical pulse stimulation of mitral cells in the olfactory bulb of turtles elicits field potentials in the granular cell layer that result in a GABA-mediated feedback inhibition of a response to a second excitatory stimulus. Iontophoresis of NA onto the granular but not to the mitral cells attenuated this feedback. Thus NA can play a disinhibitory role. An inhibitory transmitter can both facilitate (mitral) and attenuate (granular) neural activity. Similar mechanisms have been proposed for other inhibitory substances such as the opioid peptides [190].

More interesting still is the demonstration of opposite effects in the same neuronal population [150]. CA1 pyramidal cells in the rat hippocampal slice will produce a burst of spikes in response to a depolarizing current. The iontophoresis of NA can hyperpolarize the membrane and hence depress the response to threshold current. However, an activation (increase of the number of spikes in a burst) can be achieved by the application of excitatory amino acids or increasing the pulse current. The effect is augmented by NA. It is achieved by blocking the slow Ca$^{2+}$-activated K$^{-}$ conductance changes that follow depolarization (cf. also [243]).

The effect is dependent not on the alpha receptor but the adenylyl cyclase-linked beta receptor. Thus NA can both suppress weak inputs and enhance strong inputs at the same time.

Here the possibility is raised that one may be able to infer which of these processes dominates in a particular area by noting the differential distribution of alpha- and beta-receptors [188]. One may note that the facilitation of learning that followed LC stimulation (see above) correlated with a larger increase of alpha than beta receptors in the cerebral cortex [284]. Perhaps paralleling this, Kayama et al. [120] noted that it was alpha and not beta blockers that inhibited the spontaneous discharge and threshold changes of the lateral geniculate which followed LC stimulation.

In contrast, with respect to the animals that we noted to perform well on a passive avoidance task, it is interesting to note that a large proportion of the NA receptor sites in the dentate gyrus (where the increased NA activity was noted) belong to the beta class [46]. Kasamatsu et al. [119] found that the recovery of binocular vision after monocular deprivation could be disturbed by local application of beta blockers in the visual cortex.

Speculatively, alpha receptor stimulation may be arousing and may increase the potential for excitation by a broadening of bandwidth. Whereas beta stimulation tunes out the disturbance, improving the signal to noise ratio [23]—the signal may be potentiated or extended in time [229] by a focussing of bandwidth.
Haas and Konnerth [91] have recently provided electrophysiological confirmation of the involvement of beta receptors. After perfusing the hippocampal slice with NA they found that the beta receptors of the CA1 pyramidal cells mediated a rapid and reversible decrease of the late afterhyperpolarization component that follows a burst of spikes. Such a result could then lead to a potentiation of the "excitatory impact of depolarizing signals" [91]. This effect, achieved at a concentration of $10^{-5} \text{ M}$, is astonishingly similar to that of DA at $10^{-6} \text{ M}$ (see DA section). But there is reason to believe that the detailed causal circumstances (e.g., involvement of the Ca$^{2+}$ spike and adenylate cyclase) may also differ between the NA- and DA-elicted changes.

However, before these results can be generalized or confidently interpreted, it is necessary (1) to compare and contrast the results from neurons in other brain regions (cf. in the lateral geniculate where the alpha$_3$ receptor seems to play an important role in mediating the excitatory response to LC stimulation [235]), and (2) to find out more about the rules underlying the adenylate cyclase mediated effects on $K^+$ conductance (e.g., opposite effects of cAMP on ion channels have been recorded in other monoaminergic systems [116]).

**DOPAMINE—AN ALTERNATIVE CHOICE, THE CHOICE OF ALTERNATIVES**

The principle is that an increase of DA activity promotes the likelihood of switching between alternative sources of information. The act of switching may increase the probability of a new input to a given brain region influencing the output and/or result in an ongoing input being shut off from influencing the output (cf. Fig. 2). The effect is likely to be seen either in the change of the temporal patterning of a behavioral sequence or in the initiation of new responses. Thus what one will observe at the behavioral level after DA activity changes will depend crucially on the prevailing response tendencies in the individual as well as on basal DA activity levels.

For evidence I shall present examples from studies of the organization of simple and more complex sequences of responding, from studies of sensory, cognitive and motivational organization. This evidence is presented to support, firstly, the hypothesized switching effect; secondly, the likelihood of this effect being generalizable across DA systems; and, thirdly, to provide a contrast between the modulatory effects of DA and NA activity.

**Some Methodological Problems**

All of the points mentioned in the context of NA studies have some relevance for DA studies, but some of these bear elaboration for the understanding of studies of DA systems.

1. **Brain lesions.** The warning that electrolytic (E-L) damage of structures containing CA neurons can and will affect neighbouring cells using different transmitters, justified in principle for NA nuclei, reaches major significance for DA studies. Time and again, electrolytic damage of the VTA has produced opposite behavioral results to those resulting from 6-OHDA damage (e.g., hyper- vs. no locomotion changes [127,135]; facilitated vs. impaired active avoidance acquisition [135,199] respectively).

2. **6-OHDA effects.** (a) The dose is important [127]. Earlier studies produced a wider ranging series of results than those of the last 3-4 years, when doses became more standardized. (b) DA levels following lesion are often checked, but not necessarily in a wide enough range of relevant structures (cf. controversy over the contribution of DA in the cortex or N. accumbens to induced hyperlocomotion [33, 115, 219]). (c) Even if DA levels following brain lesions are found to be decreased, often neither turnover (levels of metabolites) nor receptor assays (neuroleptic binding) are undertaken to verify hypo- or hyper-function in the DA system. Thus increased D$_1$ stimulated activity and D$_2$ binding can be found in some (prefrontal) areas and not in other projection regions (e.g., N. accumbens) using E-L and 6-OHDA techniques that do decrease levels of DA and DOPAC in the same regions [267].

3. **Drug action.** Studies of DA activity rely heavily on the state-of-the-art understanding of the mode of action of drugs—a level of understanding that is often thin and often not taken into account by many groups (e.g., presynaptic/autoreceptor effects of neuroleptics at low doses [223] and the purported predominant effect of low doses of amphetamine on DA rather than NA systems [229]).

**A Case for Dopaminergic Modulation by Switching and Initiating Behavioral Activity**

"Switching"—that can mean between item or input A and B (see Fig. 2), between program x and y. It can also mean that with B in control, a new program or behavior will be initiated. The influence of A is switched off, for a moment or for a period. Without a switching capability the influence of C may never be initiated.

Consider the profound impairments—the abilities that can be considered switched off or not initiated following lesions at one of the sources of an ascending DA system. Bilateral lesions of the SN with 6-OHDA can produce aphagia, adipasia, akinesia and a loss of coordinated responses to sensory stimuli [155, 158, 279]. The latter along with the major impairments of the acquisition of simple approach or conditioned avoidance responses [67] seem to reflect an inability to initiate or to organize the appropriate motor response [291,301]. After bilateral lesions of the VTA with 6-OHDA, rats perform two or three times worse on a delayed alternation task than they did when first faced with the task [257]; while escaping from signalled foot-shock in a two-way active avoidance task quite well, they may show but one avoidance response in 200 or more trials [199]; food-hoarding [121] and parental-nursing behavior [74] may virtually disappear. Clearly a small number of mesencephalic cells seem to be involved in a wide range of behavioral organization. Further, if their function drops out (>90% DA depletion [42]) the results may be disastrous for the individual. This is in marked contrast to the results of damage to the NA system.

In most, if not in all, cases the impairment is not a primary one. The animal can be helped to move or to eat (in the former instance) to learn or recall simple discriminations (in the latter instance). This would seem to imply a modulatory action for DA rather than an all-or-none mediating role. Let us take one example [60].

Rats were trained to rotate, in some cases to the left, in others to the right, in order to obtain a reward of sugar solution (FR 2). Large unilateral 6-OHDA lesions were placed just rostral to the SN (DA<6% in striatum and N. accumbens). Postoperatively a postural bias proved transient. Contralesional, but not ipsilateral, lesions completely blocked turning. (DA utilization increases in the N. accumbens and decreases in the SN contralesional to the trained turning direction [300].) On the rare occasions that the animals did turn, the movement was "smooth and rapid in either direc-
tion." When required to reverse their response, this group showed no problems. But the original "ipsilateral" group could not acquire the reversal. It thus seems that the motor, learning and motivational capacities of these animals remained, to a large degree, intact. What was missing, as the authors conclude, was the initiation of voluntary action. This echoes the function of initiation (rather than a fundamental motor disability [67]) as was postulated for the N. accum-bens (a major mesolimbic DA projection region) just 7–8 years previously [109].

However, if DA activity does not simply represent a "Go" (or "stop") signal, one must consider studying what happens in the terminal regions as well as in the cells of origin; one must consider situations where behavior may change (A to B) as well as its on- or offset (Fig. 2).

I propose to consider the organization of responses at three levels of complexity—a component, a pattern and a sequence of behavior. In the first category are elements such as limb movements (e.g., walking and lever pressing). The second category consists of responses of the whole organism (e.g., to feed, drink, rear, visit alleys). The most complex level of organization is the behavioral sequence or strategy that may require a cognitive plan for its organization (e.g., search for food, for safety and working memory in complex, changing environments).

DA activity is highly correlated with the occurrence of a large number of response components: strains of mice with more DA cells in the midbrain and higher tyrosine hydroxylase activity show more amphetamine-stimulated activity, locomotion and rearing in the open field [68]; the more basal locomotor activity one rat shows over another, the higher the DA content in the N. accum-bens [40]. It is primarily, though not exclusively, here that hyperlocomo-tion is brought about by DA release (e.g., amphetamine) or manipulation of DA receptor activity (e.g., lesions) (e.g., N. accum-bens [40, 109, 114, 123]; septum [31]; less so in the caudate, or amygdala [110]; controversial in frontal cortex [33, 115, 269]; not in the tuberculum olfactorium [110]). The application of DA to the SN-VTA of mice produces a spiropéridol-reversible depression of locomotor activity [24].

As already indicated, unilateral asymmetric DA activity increases the probability of turning contralateral to the side showing higher activity, whether this activity is spontaneous or elicited (review [80]). Vertical activity or rearing, like turning, may be elicited by a variety of factors, but increases of DA activity (particularly in the N. accum-bens) are prominent among them [152, 198, 202, 203, 230].

This line of argument may be extended to the performance of operant (e.g., lever press) responses. On a fixed ratio (FR) schedule of reinforcement, an animal is encouraged to initiate many responses to maximize reward and to inhibit this tendency on a DRL schedule (differential reinforcement for low rates of responding). On the FR schedule, the number of lever responses emitted is directly proportional to the increment of the DA conversion index following H-tyrosine administration [99]. This operant related increase of DA turnover (also found on variable interval schedules) has been noted in the striatum, amygdala and hypothalamus [102] and is accompanied by significant pargyline-induced depletions of DA metabolites (DOPAC and HVA [101]).

Where differential responding is required, it is not surpris-ing that the administration of DA or amphetamine to the ventro-anterior striatum decreases response efficiency [189]. It had earlier been suggested [145] that such an effect could be explained by an impairment of the selection or switching between alternative response sequences. This interpretation was raised again to explain why 6-OHDA treatment of the ventro-lateral striatum resulted in peaks of responding on a DRL 20 schedule either at very short (4 sec) or much longer intervals (22–24 sec) [61].

This last result seems to show that after local DA deple-tion animals can discriminate time but could be deficient in the temporal organization of responding. The other results, that superficially relate to an increased volume or frequency of behavior with increased DA activity, could be explained by DA mediating a "go" signal for simple motor programs or facilitating switching between small groups of cells that organize the components of the response. Some motor behav-iour can undoubtedly be realized through the mobilization of "response programs." However, the limb-specific move-ments and postures that arise from different types of basal ganglia pathology, ranging from dyskinesias to cho-reothetosis suggest that in voluntary behavior, a constel-lation of cell groups, is often responsible for the coordi-nation of different response components. Indirect experi-mental support for this comes from the conditioned leg flex-ion paradigm [297]. Conditioned flexion in cats was suppres-sed by stimulation of the N. accum-bens and enhanced by lesions. The result was interpreted in terms of gating the limbic control of pallidal output.

Let us now move to a higher level of response organiza-tion where the pattern of choice and response provides a stronger test for the switching hypothesis. If rats receive a pellet of food every 60 sec (FI60) in a compartment where there is a water dispenser, they will acquire the habit of drinking in excess. Animals with free access to food and water may (over the same period) eat eight times as much but drink only 60% of the volume drunk on the test schedule. This adjunctive drinking is attenuated by depletion of DA in the N. accum-bens [231]. This treatment does not affect eat-ing and drinking as such, but affects the time sharing be-tween these activities. There is no evidence that treated rats showing the same response timing as controls will lick less during the response. This renders interpretations in terms of an effect on response vigour unlikely. Thus the effect is not a matter of the mere volume of behavior nor is it similar to that of NA on the signal to noise ratio. Indeed, if adjunctive drinking is established before the chemical lesion, the effect

---

**FIG. 2.** A schematic representation of a brain region receiving dopaminergic (DA) input and information from three sources (A, B and C). Where there is a low level of DA activity (left) the probability is low that the control of the output by input A will be changed: where the level of DA activity increases (right) the probability that input from B or C will influence the output increases. This change of control increases the probability that the behavior influenced by the output will also change.
of DA depletion is to attenuate the frequency of switching and to prolong the time in which adjunctive behavior is shown [230]. Similar results with this schedule induced polydipsia as well as with adjunctive wheel running have been recently reported [289]. (Recently an unpublished study [266] recorded increased adjunctive drinking after 6-OHDA lesion of the septum. In view of the role of the septo-hippocampal system in attention and learning [192] it may be that these animals were deficient in switching away from the environmental elements controlling the acquisition of the habit. However, the fact that electrical stimulation of the septum can suppress drinking behavior [83] makes this result difficult to interpret.)

In this experiment, the effect of DA depletion in the N. accumbens may be viewed as a perseveration of the tendency imposed by pre-experimental experience. If the experience is irrelevant, less adjunctive drinking is seen; if the animal has developed the habit, it will drink more on the post-lesion test. This interpretation is compatible with the view that the N. accumbens may contribute the motivational component to the system that initiates or brings a response pattern into action [109,230].

In an examination of response-switching, Evenden and Robbins [64] trained rats to respond to two locations where each was reinforced according to a random schedule. There was no advantage of a strategy for repeating over one for alternating responses. Amphetamine-treated animals, at a range of lower doses (<2 mg/kg), increased the amount of response switching. This result resembles the alternation between two of three alleys shown by amphetamine-treated rats in an unreinforced Y-maze [125,203]. However, unlike the exploratory situation, Evenden and Robbins found that at high doses this tendency reversed (see penultimate section). Their study neatly eliminated several alternative explanations of the amphetamine effect, such as activity changes, rate dependency, impaired discrimination and response cost by repeating the test in situations requiring different response topography (e.g., Skinner box with/without walls between the levers and hole-poke responses where no locomotion was required).

These authors have also shown [63] that amphetamine reduced the effect of reinforcement on choice through a decrease of the repetition of a reinforced win-stay and an increase of the non-reinforced lose-stay strategy. These studies did not attempt to show that the effect of amphetamine was due to changes of DA activity (but cf. "methodological problems"). Although an interpretation in terms of switching most easily fits their results, an alternative hypothesis invoking tuning mechanisms could be put forward to explain the exploratory situation (cf. the proposal of a NA-mediated attentional change to explain changes of unrewarded Y-maze alley-choice [125]).

In an independent series of studies, the idea for a role for DA in the control of switching arose from observations on the way rats learn to find four food-containing holes in an arena with 16 holes [193, 194, 196]. Over repeated trials, animals develop an individual preferred sequence (strategy) for visiting the food holes and avoiding the empty ones [200]. After 100 trials, a preferred strategy is repeated 7–9 times in a session of 10 trials. During the test the neuroleptic, spiroperidol was injected into the VTA. (Neuroleptic blocking of autoreceptors in the VTA can increase mesolimbic DA activity and here increased the utilization of DA in the N. accumbens [199].) Such animals managed to repeat a strategy two or three times at most [198]. An increase of switching between responses [194] was also reflected by an increase of rearing [198]. Similar increases of collateral behavior interrupting ongoing sequences of behavior have been observed after treatments that release DA [191,203] and result in hypersensitive DA systems [57, 254, 257]. By contrast, depletion of DA in the N. accumbens was reported to result in the persistence of exploratory strategies (Berlyne box and novel object [202]) and the persistence of an acquired drinking preference (one of three available drinking burrets [230]).

With the acquisition of complex behavioral preferences and food-search strategies, the discussion has reached the third level of response organization and planning. Cools [39] has presented a striking example with the choice of "lifesaving" strategies shown by rats placed in a basin of water. Observation of apomorphine-treated animals in danger of drowning showed that they shifted their ongoing behavior as soon as they had repeated a particular item once or twice in vain. Controls would repeat an item perhaps three times but, by contrast, haloperidol-treated animals restricted their repertoire to just one item. Such animals often had to be rescued. (Rats with 6-OHDA lesions of the striatum or VTA have been reported to be able to find an escape platform hidden beneath the surface of a milk-filled arena, albeit with delayed latencies [92]. It is not evident, however, that escape strategies were analysed. Cools has also noted that haloperidol-treated animals, when they brushed the escape rope, would climb out. Thus there is no major disagreement between these studies. Recently a Swedish study found that 6-OHDA lesioned rats (later treated with striatal grafts) showed an initial deterioration of their platform-finding strategy, as might have been expected (Brundin personal communication.) Other studies by Cools have also shown that behavioral sequences are sensitive to DA interactions in the neostriatum [180,281]. Further, the activity of such mechanisms may be influenced by stimulation and inhibition of septal DA activity (cf. collateral connections under "Anatomical considerations" earlier in this article). Another brain region that seems to be crucially involved in the elaboration and coordination of behavioral strategies is the habenula. This region receives an impressive convergence of projections (striatal limbic and dopaminergic [211,212]). Large lesions here also markedly reduce the number of types of behavior and the number of behavioral repetitions shown in a series of swimming and "lifesaving" tests [272]. Neither study found that their treatments incurred sensory neglect or gross motor impairments.

DA activity can undoubtedly affect higher cognitive functions related to perception, learning and memory. Rarely are the results, presented merely in terms of latency or accuracy of response, amenable to interpretation in terms of switching (or tuning). A seductive example, however, is a perceptual task that was presented to human subjects. A figure, The Schröder Staircase, was presented at three levels of percepts—to view the stairs from above or below. Under chlorpromazine, a DA antagonist, the time for entertaining "Anatomical considerations" earlier in this article). Another brain region that seems to be crucially involved in the elaboration and coordination of behavioral strategies is the habenula. This region receives an impressive convergence of projections (striatal limbic and dopaminergic [211,212]). Large lesions here also markedly reduce the number of types of behavior and the number of behavioral repetitions shown in a series of swimming and "lifesaving" tests [272]. Neither study found that their treatments incurred sensory neglect or gross motor impairments.

In conclusion, the sum of this evidence suggests that the switching-timing hypothesis for DA modulation of activity in different projection areas has explanatory power. Still stronger tests of the hypothesis combining neurophysiological and behavioral techniques (as with the NA system) remain to be carried out.
The DA Involvement in Information Processing: Similarities and Differences to NA Actions

If the modulatory action of DA is to be distinguished from that for NA, it is useful to briefly compare and contrast the apparent role of DA in situations parallel to those described in the section on secondary evidence for a tuning function for NA.

A contribution to vigilance or arousal is indicated by the responsiveness of VTA-SN cells to light, sound, tactile and noxious stimuli [13, 134, 151, 276]. The responses to stimulation often lasted longer than those seen in projection areas, but many of the cells did not show the characteristics of DA cells. Of those that did, 70% were suppressed [151].

Unilateral brain damage can result in a lack of responsiveness to all modes of stimulation presented contralaterally. This is particularly clear for structures innervated by fibers arising from the SN. Sensory neglect has been observed in many species after damage to the SN [4, 278], the MFB [154, 159], striatum [108, 182], amygdala [118, 277] and the frontal cortex [48, 103]. But since the syndrome produced by 6-OHDA lesions is aggravated by electrolytic damage, there seems to be a significant contribution to the syndrome from non-DA neurons [156]. Part of the sensory neglect syndrome may reflect an inability to initiate the stimulus appropriate response [291].

Bilateral treatments (e.g., DA to amygdala [110]; 6-OHDA to the VTA [75], or the frontal cortex [33]) do not produce striking changes of exploratory behavior, but more subtle changes such as changes of frequency and duration of the investigation of holes in a holeboard [75, 196]. After 6-OHDA treatment of the N. accumbens, rats will visit the new compartment of a Berlyne box and make contact with a novel object [202]. But the change of behavior in response to changes in the new situation is very slow. Together these results suggest that after unilateral damage, behavior is controlled by the dominant intact side (switch on), but after bilateral damage there may be problems in time sharing of responses (hole exploration), switching or changing strategies (Berlyne box) or in the motivation to initiate a response [157, 181, 230].

It is difficult to summarize the large literature on the effect of the manipulation of DA activity on learning [165]. Electrolytic damage of the VTA may exaggerate a 6-OHDA induced syndrome or produce opposite effects. An exaggerated impairment is seen on delayed alternation learning [256, 257]; learning an active avoidance task in a shuttle box may be facilitated [135] after E-L or prevented after 6-OHDA lesion [199]. These examples illustrate, firstly, that interpretations must take into account the methods used and, secondly, that both positively and negatively reinforced task performance can be affected. In contrast to studies of the LC, reports of learning impairments are widespread after damage of the SN (e.g., E-L [270] and VTA (e.g., 6-OHDA [221]). These tasks involved brightness discriminations and passive avoidance.

A large number of reports have shown that treatment with DA antagonists impairs active avoidance acquisition, but not the initiation of escape responses. Perhaps it is not surprising that electrical stimulation of the SN encourages animals to step down in a passive avoidance task (cf. [13, 16]). Here are impairments on two tasks with opposite requirements produced by two appropriately opposite treatments. It may be appropriate within the context of specific DA systems to interpret these effects, as Beninger does [16], in terms of a role for DA in incentive motivational learning, it is important to note that the level of interpretation in this article reflects the treatment of channels of information in any DA system (cf. DNAB vs. VNAB). An explanation in terms of switching is not exclusive. For example, the impaired latent learning reported for rats treated during their exposure with the DA agonist apomorphine [1] can be viewed as having involved inappropriate incentive conditioning to the blind alleys (as in [16]) or from the point of view that this manipulation was hardly appropriate for stabilizing the information flow between channels (cf. Fig. 2). Most of these studies do not present their results in a form that either weakens or supports the switching hypothesis.

Stimulus choice can be disrupted, as indicated by an attenuation of the phenomena of latent inhibition or conditioned blocking, by a variety of treatments that change DA activity in different regions (e.g., chronic amphetamine, haloperidol; acute amphetamine to the N. accumbens; 6-OHDA to the frontal cortex and septum [21, 43, 199, 258, 259, 293], Oades in preparation). All of these treatments may have increased DA activity in one region or another, but it is impossible to be definitive on this point as these studies reported either receptor supersensitivity or increased DA utilization (not both) in one or at most a few brain regions. However, in contrast to similar studies with the NA system, these results are more easily assimilated into the switching hypothesis for DA (e.g., the promotion of switching between different information-processing channels, cf. also [148]).

In these learned inattention studies, as well as those of reversal and extinction, there is a tendency (stronger than for NA systems) for brain-region-specific biases to appear (cf. the different nature and distribution of collateral branching in the two CA systems, see introduction). For example, animals with 6-OHDA lesions of the N. accumbens require twice as many trials as controls to acquire a reversal of a T-maze spatial learning task; animals with 6-OHDA lesions of the septum show a marked but transient (5 min) overresponding on extinction of a continuously reinforced lever response (the remaining extinction curve is similar to controls) [266]. These results are compatible with a switching and/or time-sharing interpretation of DA function, respectively, in separate parts of the mesolimbic system.

There are indications from drug studies for a DA role in working memory (radial maze [14]), reference memory (holeboard [195]) and the retrieval of memory (inhibitory avoidance [2]), although a major impairment of memory is not found after chemical lesion of ascending DA systems [196, 257]. Many possibilities for the interpretation of such results in terms of mechanism remain open. It would be interesting to have some direct evidence for the influence of DA activity on tasks requiring a serial search through memory (e.g., Sternberg item recognition task).

The proposed role for DA is not restricted to a putative role in attention and learning (nor a role limited to the nigrostriatal or mesolimbic systems). Eating and drinking (motivated) responses are influenced by changes of DA activity in the septum and amygdala [83, 100, 136]. Other activities based on specific motivational states such as hoarding or nursing are impaired or abolished by 6-OHDA treatments of the VTA [74, 121]. The biphasic effects of low and high doses of apomorphine on locomotion (mesolimbic) and stereotypy (mesostriatal) are also recorded for penile erection, latency to ejaculate and the postejaculatory refractory period [36, 41]. These studies implicate a contribution from diencephalic DA systems. An example has been discussed by
Robbins and Everitt (230, cf. [27]). The reproductive behavior of female rats consists of active proceptive (courting) responses that alternate with the passive lordotic posture. A decrease of DA activity lowers the levels of the latter while enhancing the former. According to the authors it is the pattern of switching between the one and the other that changes. The effect does not seem similar to an NA role in tuning or biasing the input/output relations.

There are therefore numerous studies of DA activity in different organizational systems of the CNS which support the hypothesis that DA has a modulatory role different from that shown by NA. If these studies do not directly support interpretations for or against the proposed role of switching, initiation and timing, they are often compatible with the proposal.

On a Neuronal Mechanism

Of several possible accounts of the effect of DA on neuronal mechanisms, one parallels that for NA involving two receptors, one of which is coupled with adenylate cyclase (D₁). Like NA, DA is usually "inhibitory"—depressing the firing of extracellularly recorded neurons in the hippocampus [20,245] and the caudate nucleus [8,124]. These are the two regions most investigated with intracellular recording techniques that will be described below.

In the hippocampal slice preparation the application of DA (superfusion and microtopical) results in a hyperpolarization dependent on a Ca²⁺ activated increase in the K⁺ conductance [18,19,90]. (Population responses recorded extracellularly are suppressed.) This is accompanied by a decrease of membrane resistance, in the amplitude of responses to hyperpolarizing pulses and of the frequency of spontaneous depolarizations and spikes [90]. Cl⁻ injection has no effect on this, thus demonstrating the difference from GABA mechanisms [18,19]. The DA antagonist, cis-fluphenthixol, is relatively specific for the D₁-adenylate cyclase mechanism [242] present in the hippocampus [56]. This agent blocked the induced hyperpolarization [18,19]. By contrast application of DA and cAMP increased and lengthened the hyperpolarization that typically follows the burst firing of these cells. The normally relatively short hyperpolarization (c. 3 min) is followed (c. 10 min) by a long-lasting depolarization with increased membrane resistance. During this stage afferent (Schaffer) volleys are more effective for spike generation. A profound potentiation of population responses can last for hours [90]. This study found this latter effect to be depressed by spiroperidol (possible D₂ mechanism).

These results demonstrate a mechanism whereby, if the D₁ and D₂ sites prove to be physiologically significant in vivo, could alter the timing of hippocampal burst firing [18,19] and hence potentially affect central activity and behavioral organization.

Although it may be premature to counterpoint these findings, in vitro, with others from the caudate, in vivo, the latter also demonstrate an unusual mechanism. Here iontophoresis of DA resulted in depolarization and an increase of membrane resistance that was independent of Na⁺ mechanisms. But, uniquely, this depolarization was accompanied by depressed firing rates [17,106]. (This is in contrast to cholinergic mechanisms, for example.) The amplitude of this "excitatory" effect was reduced by fluphenazine [106] and chlorpromazine [124]. These agents affect both D₁ and D₂ sites [242]. But the D₂ receptor may just be the more numerous of the two in the neostriatum [241].}

noted that although the application of DA resulted in the suppression of firing elicited by previous administration of glutamate [25,106], if the glutamate was applied during the depolarization plateau, the cell fired [106]. This provides a potentially important mechanism for controlling the timing of the effects of cortical input on central activity. (One recent study [25] found no effect of DA on the response to cortical driving but the position of the pipette relative to the cell body and the cortical synapse may explain this.)

These results indicate that it is possible for DA to have opposite effects on membrane properties—effects that may depend on two receptor types. Herrling, who studied both the hippocampus and caudate nucleus in vivo [105,106] found hyperpolarization to be the dominant response from the former (where D₁ binding sites are strongly represented) and depolarization dominant in the latter (where D₂ sites are strongly represented). In view of the relatively minor DA projection to the hippocampus, one should not lose sight of the possibility that pharmacological manipulations may be demonstrating binding sites for DA-active drugs rather than physiologically active DA neuronal receptors and that neurophysiological studies may be demonstrating CA rather than specific DA properties. But both of the DA-effects have been reported from studies of the mammalian superior cervical ganglion and from invertebrates [11,106]. Both effects could take place on the same neuron. Studies of other structures tend to vindicate results obtained from the hippocampal model. Nonetheless the implications for hippocampal function itself should be treated cautiously.

On moving the site of iontophoresis from the outer dendrites closer to the axon hillock Herrling found an increased number of cells in the caudate that showed hyperpolarization responses to DA, which were faster in onset than the depolarizations [106]. However, the two effects could be competitive. Prolonged application of DA could reverse the hyperpolarization into a depolarization. (Only depolarizations were recorded from injection sites close to the cell body by Brown and Arbuthnott [25].) The problem for the site of injection did not occur for the in vitro studies. But the results of the in vivo work should be interpreted with caution in view of the difficulty to control for the input to the structure under study and in the present reports uncertainty over the influence of the state of the animal on the recordings obtained.

The idea that activity at both D₁ and D₂ sites (on a neuronal element, dendrite or afferent terminal) could affect one and the same neuron is not new. The destruction of cell bodies in the SN destroyed the D₂ but left the D₁ receptors intact [76,204]. Further, a recent study of the striatum conducted in vitro found that D₂ agonists could inhibit the increased efflux of cAMP caused by D₁ agonists in a non-competitive way and in the absence of Ca²⁺ ions [261]. This seems to show not only the opposite effects of the two receptors but suggests that both could be found on the same neuron.

If one attempts precision over the receptor mechanism, at present, one enters the realm of speculation. Recently the combination of pharmacological and neurophysiological techniques have produced reasons to suggest the presence of 4 receptors—of D₁ and D₂ receptors on cortical and nigral afferents to the striatum which may be opposed postsynaptically by D₁ and D₂ intrinsically located receptors [25,41]. The argument is open as to whether we are talking of multiple receptor types or merely conformational changes of two receptors. Either way, some of the results obtained are still
consistent with a switching effect in terms of the transmission of information [41]. A recent extracellular recording study illustrates this consistency in practice on information flow and additionally underlines the difference with NA mechanisms [153]. The fimbria were stimulated to evoke field and unitary responses in the lateral septum. Iontophoresis of NA strongly inhibited responses (a decrease of the number of action potentials per fimbria-stimulus). By contrast application of DA produced excitation in some units, inhibition in others (consistent with different loci for receptor types) and some cells showed bimodal changes. These results are of interest as they refer to CA effects on the activity in a specific pathway and not simply on spontaneous unit responses.

In conclusion, DA neurons possess a number of features that would seem to suit their role in some sort of modulatory function (e.g., high resistance, long time constant, low safety factor, electronic coupling and burst firing [85–87]). Potential mechanisms that could underlie the so-called switching effect of DA would seem to be present in proscribed projection regions of the CNS (e.g., hyper-, depolarizing and bimodal responsiveness, two differentially distributed receptor types, release of large “packets” of DA (cf. 500 msec) [87]). It remains for further study to see what the anatomical and neuronal distribution of the different binding sites may be and what rules may determine the normal interaction of physiological effects at the two principle sites. As with the elucidation of NA mechanisms, the distribution of transmitter-linked adenylate cyclase activity may be an important indicator.

Problems for Interpretation

There are two major types of problem in the proposals for two types of modulation shown by NA and DA. Firstly, how would one predict “what results” from “which situation”—a priori, what is the criterion for when tuning or switching would be expected and recognized. Secondly, how does one reconcile results that appear on the surface to contradict the hypothesis—a posteriori, what are the limits to imposing an interpretation favourable to expectations on the data. Clearly the two problems overlap and, particularly the latter, must be resolved by further experiment.

The first problem may be approached by attempting to understand what purpose is served by having two CA modulated mechanisms. One explanation, put forward in the context of exploratory behavior [97], may have wider application. Exploratory behavior is initiated when the redundancy of a situation changes from low to high. There is a necessary adaptation to allow the processing of incongruous stimuli (cf. rearing in the rat). Indeed an infusion of NA into the hippocampus produces an increase of rearing and of divergent exploration in the form of the reconnaissance of the new area [70]. In the opposite instance (e.g., swimming escape strategy) there is an urgent need for change and selection of the appropriate channel for information processing (and action). (Where incentive is important this may also incur rearing.) For the rapid change and selection DA is involved and a switching-initiation mechanism is needed. In between lie many situations where there is a role for both mechanisms—for tuning where associations need to be acquired between stimulus events or between stimulus events and, say, mnesic traces (a comparator); for switching, where the serial testing of alternatives (responses, hypotheses, mnesic traces) or where urgency and timing may play a significant role.

Clearly the failure to tune or to incur too much switching may lead to a similar state of responsiveness in an animal facing changing environmental circumstances, even if the underlying neurobiological mechanism is different. It is not a paradox to consider that there are situations where the “role” of the two systems, as opposed to the “function” of specific brain regions, may overlap. If for reasons of significance and incentive, there is an advantage in increasing the volume of behavior (e.g., ICSS responding), both switching and tuning may be helpful in different components of the NA and DA systems.

For a large number of reports there is no easy a priori criterion with which to judge whether switching, say, has or has not occurred. For example, rats treated with the CA precursor L-DOPA gave up their first incorrect strategy on a reversal learning task sooner than controls. They then persevered with a position habit [243]. Another study reported that marmosets, treated with amphetamine “changed their motor responses and stimulus choice in order to preserve the acquired reward value or meaning of certain stimuli” [226]. In both studies, both persistence and switching were described. Without further data and neurobiological intervention, one may only speculate on the role NA stimulation and DA activation played.

If an experimental design is to be chosen to try to distinguish the two modulatory roles, then more data must be recorded than the simple latency for and accuracy of performance (e.g., on retrieval tasks). It is useful to employ tasks where several possibilities for response are available and to record the different types of error (e.g., perseverative, false positive or working memory errors), concomitants of choice behavior (e.g., collateral activity) and strategies (correct or false sequences). It would be advantageous to contrast the effects of stimulation with the elimination of transmitter activity, to apply pharmacological agents locally in different projection regions, to use partial agonists/antagonists and to record receptor and turnover changes in several regions and finally, where possible, to use in vivo electrophysiological recording techniques.

In relation to the second problem, one might, in some controversial cases, attempt a posteriori explanations with reference to other studies. Thus a working hypothesis for future test can be advanced. I shall briefly illustrate this with two well-known controversial phenomena that, at first sight, pose difficulties for the proposed DA role in switching.

In the first instance, although low doses of amphetamine appear to promote the probability of switching, higher doses in the rat (2 mg/kg) produce repetitive, often stereotyped behavior [72]. The second instance relates to the existence of perseverative symptoms of schizophrenia that are sometimes attributed to hyperdopaminergic function (discussion in [197]) and compared to symptoms arising in chronic amphetamine psychosis [38]. Both phenomena may be explained by activity in other transmitter systems—high doses of amphetamine can affect NA and serotonergic activity and the endogenous psychoses undoubtedly reflect imbalances in several systems. But I shall illustrate how the switching hypothesis generates a testable alternative in terms of DA activity.

Low doses of amphetamine promote the release of DA that in turn promotes the probability of switching occurring postsynaptic to the DA terminal. But this effect is short lasting. Almost at the same time a depression of firing may be recorded electrophysiologically [26,66] and a depression of the electrochemical signal for the intraneuronal metabo-
lute, DOPAC, is claimed to be registered [66,144]. This apparent decrease of DA activity may be the result of autoinhibition from the excess of amphetamine-stimulated release of DA. Whereas at low doses of amphetamine, the extraneuronal metabolite, HVA, tends to decrease in concentration, levels of HVA increase following higher doses of amphetamine [132]. As this increase may be recorded postmortem after high doses of amphetamine, it suggests that there is a longer lasting increase of DA turnover.

The postsynaptic effect is that after a low dose of amphetamine there are moments when an alternative input to the system has a chance to influence the output, but if DA activity is raised for a longer period the system may be continually biased to the normally suppressed input. In other words, the switch between inputs to the locus under consideration has become locked in favor of the one that would, under normal circumstances, not control the output. Hence in the presence of appropriate stimuli (and in appropriate organisinal states) stereotypes can recur (e.g., sniffing and gnawing in the rat [72], grooming or hand-starling in the monkey [227]).

Thought disturbed schizophrenics may suffer from ideational perseveration or from associative intrusions and distraction. Some of these symptoms are sensitive to treatments of the dopaminergic system (cf. [197]). Neuroleptics, particularly atypical neuroleptics, improve indices of thought disturbance [253]. It should be pointed out that the two extremes of these symptoms are usually reported from different subjects. In such cases, an explanation parallel to that for amphetamine (previous paragraph) can be used. Such subjects might be expected to have an above normal sensitivity to the DA system [208]. (Positive and negative opinions still appear over the extent to which increased $B_{max}$ and $K_0$ for DA in schizophrenic patients reflects the treatment and/or the condition, see [146, 147, 224].) Between subjects one might expect a difference showing a more chronic and higher level of DA activity in those showing perseveration than those showing intrusions. Where the characteristics appear in the same individual they may be attributable to circadian changes of DA activity [28,29], modulators (e.g., hormones) affecting DA sensitivity ([32], perhaps receptors [117]) or to states (e.g., stress) that affect DA metabolism [22,237]. The balance between the extremes of the symptoms would reflect the difference I have described for low and high doses of amphetamine to animals. Indeed the apparent state-dependency of the therapeutic effects of amphetamine in some schizophrenic subjects supports this interpretation [282].

Finally I should re-emphasize a point noted earlier. The behavior that follows a given dose of amphetamine or that will be observed in a schizophrenic patient with a putative DA disorder will depend both on basal levels of DA activity and the individual-specific frequency of the acts measured during behavioral testing. The resolution of the aforesaid controversies will only be resolved by further and more detailed observation and study.

CONCLUSIONS

Evidence Obtained

Clear evidence exists to show that CA activity exerts a modulatory rather than a specific role both within one functional domain and across different CNS systems. Further the result of NA activity is not the same as for DA activity. Beyond this generalization—have the proposals for a role for NA and DA in tuning and switching, respectively, matured? I believe supportive evidence has accumulated faster than the difficulties posed by controversial findings. The level of studies must be compared to those resulting from electrophysiological (and pharmacological) stimulation of NA and DA pathways. These have been surprisingly neglected. Cross-checking with the aid of biochemical analysis techniques of the effects on CA utilization (metabolite/CA) and receptors in many brain regions is becoming essential for the interpretation of the role of a "quiet" or "active" pathway and even for determining which pathway is responsible. At the neuronal level, hypotheses remain speculative in the absence of more detailed evidence on the distribution of the receptor types both between brain regions and on a single neuron. Is it possible for only one receptor type to dominate in one locus and, if more of one type are present, is it possible for only one to be physiologically activated? Here a better understanding of the rules underlying the effects of adenosine (for NA and DA) and guanine (for DA) nucleotide activity on conductance would help.

In studies of NA a closer examination of its role in the play-off between two or more stimuli that compete for response control is required to confirm current tuning proposals. Close attention should be given to controlling the nature and salience of the different stimuli and deciding if performance is well- or merely partially-learned. These points are important for future work, as a tuning system is only likely to show itself if the animal has not committed itself, decided and selected what to do in an ongoing situation.

The DA story lacks an elegant cooperative study using behavioral and neurophysiological techniques (contrast NA). Such a study would be nicely complemented by in vivo electrochemical registration of DA turnover during task performance. With current developments records may soon be taken from particular brain regions during tasks when behavior would be expected to change and switches of neuronal activity might be predicted to occur. Particularly important evidence could be obtained by recording from DA regions, say, in the absence, through lesion, of an effective NA system. Several types of search task might be suitable—where search may be taken as the key-word for attention-related processes in cued vs. non-cued tasks (e.g., holeboard and sample-matching tasks) as well as retrieval in, for example, a Sternberg item recognition type of task. In learned inattention tasks it would be valuable to know more about the effects of stimulation of septal and entorhinal DA projections on dentate neurons, perforant path activity and performance.

In the long term two sine-qua-non developments are needed. Firstly, NA and DA systems should be studied by the same authors in the same experiment. (This occurs in neurophysiological but seldom in behavioral studies.) Secondly, the results of the CA studies must be compared and contrasted with those of other transmitters. It may well be that no transmitter carries "the message." They are all "modulators": only the detailed constitution of the nerve terminal environment conveys specificity of function.

Evidence Required

No single experiment has been, or will be, performed to confirm or disprove the tuning and switching hypotheses for CA function. Conclusions will be based on the sum of the evidence. This sum must include more behavioral studies after specific toxin damage. The interim conclusions of these
explanation attempted is illustrated by the question—what happens to the information flow from diverse sources to a population of neurons when CA is released there? Differences between the systems may be expected alone from the different patterns of ramification of NA and DA neurons: the former system branches widely between brain regions whereas the latter often shows a nest-like innervation of small constellations of cells.

Both systems are active when environmental stimuli impinge on the organism and, in contrast to other transmitter systems (e.g., 5-HT [275]), this activity tends to be restricted to waking states. This implies an importance of CA function for adaptation to changing circumstances. Changes of vigilance states alone cannot account for the different consequences of NA and DA depletion on learning and motivation. NA depletion often leads to subtle changes such as the delay to reach criterion or the attainment of a poor learning criterion. It is as if the appropriate biasing of information processing is disturbed, the attribution of relative significance to inputs is impaired, the comparator function between two or more possibilities is quantitatively inefficient. The effect of NA depletion or activity depends on whether a decision for response has or has not been made (well- vs. partially-learned responding) (cf. cortical neuronal responses). It is as if the appropriate biasing of information and absence of contextual cues in taste aversion learning. No correlation between the systems may be expected alone from the way ideas have crossed between different branches of investigation and found a measure of support. Over the last 5–10 years, there have been developments in the methods of study and the subject of study. The principles described relate to the way systems act and to the mechanisms controlling the flow of information and not to a region-specific organizational “function.” The impact of these studies will depend on further careful analysis and differentiation of when a system is locked or flexible, when relevant information is tuned out. For the DA system more direct tests of the switching hypothesis are required. For the NA system a better understanding of the extraordinary plasticity of the system would alleviate many controversies. Only when these issues have received further attention may one get an insight to the nature of the dysfunction of such mechanisms in a range of psychomotor disorders.
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NORADRENALINE, Dopamine, TUNING AND SWITCHING


Davis (1984) in a recent and comprehensive review supports the idea of a tonic role for NA activity in enhancing the startle response. This is largely based on the pharmacological evidence for a facilitation of startle with alpha1 agonists and an attenuation after the administration of alpha2 agents or a slight depression after LC lesions. Possible evidence for a tuning mechanism is threefold, (a) differential habituation to tone and background noise after clonidine administration; (b) depending on impulse flow (spinalised/non-spinalised rats) clonidine increases or decreases the flexor reflex; (c) increases of NA transmission augment and decreases attenuate DA agonist mediated activation of the startle response. The absence of an effect of DA antagonists emphasizes the different mechanisms of action of the two CAs.