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Abstract

In this thesis we examine the arithmetic of Brauer groups of local and global

�elds. Although Brauer groups are well studied from a theoretical point of

view, no one has yet addressed the question of making this theory explicit.

We propose to do exactly this in the case of relative Brauer groups.

Let L=K be a local extension of degree l. Then the invariant map induces

an isomorphism Br(L=K) ' Z=lZ. The �rst natural question is to compute

this invariant map explicitly for a given element A 2 Br(K=L). In doing

this we show that this problem is intimately related to the arithmetic of the

underlying �nite �eld.

This motivates the following approach: calculate a local invariant map at

a rami�ed place p via the Hasse{Brauer{Noether local{global principle by

relating it to the invariant map at other (unrami�ed) places q 6= p. We show

that { using the concept of smoothness { this leads to algorithms which are

known as index calculus methods in order to compute the discrete logarithm

in �nite �elds.

Moreover we show how this approach links the question of solving the discrete

logarithm in �nite �elds to the problem of solving discrete logarithms in the

Galois group of certain global extensions.

In order to apply the local global principle, we need to construct or at least

prove the existence of global extensions with prescribed rami�cation and

order. Except in the cases of K = Q and K an imaginary quadratic �eld

we provide results about extensions of this kind in the case that K is a CM

�eld.

Using these results we are able to modify a well known algorithm in the case

of discrete logarithms in certain subgroups of Fpn .

We also give an interpretation of the function �eld sieve in the setting of

Brauer groups. This interpretation explains a notable di�erence between

number �eld sieve and function �eld sieve.

Finally we link the discrete logarithm problem on abelian varieties to the

arithmetic of Brauer groups using the Tate pairing.
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Chapter 1

Cryptographic Systems based

on Discrete Logarithms

Before introducing Brauer groups, we brie
y explain which kind of crypto-

graphical applications we are interested in.

1.1 Introduction

Formally a crypto system is described by the following parameters:

� A set P of plain texts.

� A set C of cypher texts.

� A set K of keys.

� A family of encryption functions E = fEk : P ! C; k 2 Kg.

� A family of decryption functions D = fDk : C ! P; k 2 Kg.

Given an encryption key e 2 K the encryption process is applying the func-

tion Ee to a plain text p. The decryption process is applying the function

Dd, where d is a suitable decryption key, to the cypher text c = Ee(p).

In order to guarantee the decryption process to succeed, we want that:

For each e 2 K there exists at least one d 2 K such that for all p 2 P the

equation Dd(Ee(p)) = p holds.

4



1.1. INTRODUCTION 5

In a symmetric crypto system the decryption key d is easily computable from

the encryption key e. Therefore, both e and d have to be kept secret.

In an asymmetric crypto system d can only be computed from e with a very

large ( not feasible) computational e�ort.

In this case the encryption key e can be made public and only the decryption

key d has to be kept secret. We call a system like this a public{key crypto

system.

For the construction of public{key crypto systems the construction of one{

way functions is of great importance. Here a one{way function is understood

to be a function f whose inverse is hard to compute (for a more precise

de�nition of this see for example [Gol01, Chapter 2]).

One possibility to construct one{way functions is to consider an Abelian

group G together with an eÆciently computable group operation (G;+) and

consider the hardness of the following problem:

Given two elements g 2 G and h 2 hgi, �nd n mod jhgij such that gn = h if

such n exists. We call this the discrete logarithm problem in G.

Once we have convinced ourselves that the discrete logarithm problem in a

group G is hard, this can be seen as strong evidence for the fact that the

function

f : Z! G; n 7! n � g
for g 2 G is likely to be a one{way function.

Here are some instances of the discrete logarithm problem used in cryptog-

raphy:

� The discrete logarithm in the multiplicative group of a �nite �eld Fq ( or

in cyclic subgroup of this group) (�rst proposed by DiÆe and Hellman

[DH76]).

� The discrete logarithm in the group of rational points of an elliptic

curve (or more general in the Jacobian of a hyperelliptic curve) over a

�nite �eld Fq (simultaneously proposed by Koblitz [Kob87] and Miller

[Mil85] in the year 1985 in the case of elliptic curves and in the year

1989 by Koblitz [Kob89] in the case of hyperelliptic curves).

5



1.2. DISCRETE LOGARITHMS IN FINITE FIELDS 6

1.2 Discrete Logarithms in Finite Fields

When considering the discrete logarithm in �nite �elds we can distinguish

two cases:

� The discrete logarithm problem in the full multiplicative group F�q .

� The discrete logarithm problem in subgroups of F�q .

We will deal with the second case. Hence let k = Fq be a �nite �eld satisfying

ljq � 1, meaning that the l{th roots of unity are contained in k.

We can then consider the discrete logarithm problem in the group of l{th

roots of unity: given two non trivial l{th roots of unity �0 and �1 2 h�0i,
determine n mod l such that �1 = �n0 holds.

The diÆculty of this problem relies critically on the assumption that to solve

a discrete logarithm in �l means essentially solving a discrete logarithm in F�q .

It seems that the only possibility to attack the discrete logarithm directly

in the cyclic subgroup is to use generic methods which have exponential

complexity depending on the order of the subgroup. The subexponential

methods used in order to compute the discrete logarithm have complexity

varying with q not with l.

Hence the Digital Signature Standard as proposed by NIST chooses l to be

about 160 bit and q to be a also prime and of size about 1000 bit such that

ljq � 1. While the discrete log in a �nite �eld of size 160 bit is certainly not

secure no one seems to be able to compute discrete logarithms in �elds of size

much larger than 280 bits in reasonable time (see [JL01]), so at the moment

1000 bit can be viewed as secure.

Shoup [Sho97] has proven that the discrete logarithm in a group of prime

order l can not be solved in less than O(
p
l) operations, as long as only

generic algorithms are allowed. This means that you are only allowed to use

the group operations for computations in the algorithm.

It is therefore not surprising that the most e�ective methods to solve the

discrete logarithm problem in �nite �elds make extensive use of lifting tech-

niques: avoiding generic algorithms means that the source for extra informa-

tion about relations in the group must be obtained from outside the group.

6



1.2. DISCRETE LOGARITHMS IN FINITE FIELDS 7

For example one may make use of the fact that we can lift the �nite �eld

to a global �eld. We are then able to lift the group elements to the larger

object and construct relations in this larger object. Upon reduction to the

�nite �eld this yields relations in the original group obtained without generic

methods. Having collected enough relations, one can then hope to solve the

original discrete logarithm problem by applying linear algebra to the system

of relations. This approach is known as index calculus.

We will give a new description of index calculus using the theory of Brauer

groups or equivalently cyclic Galois cohomology. By this we show how to link

the discrete logarithm problem in �nite �elds to certain discrete logarithms

in class groups of global �eld extensions.

7



Chapter 2

Brauer Groups

The following brief introduction to the theory of Brauer groups is modeled

after [Ker90]. Let K be a �eld, let K be a separable closure of K and G the

Galois group Gal(K=K). Then K
�
is a G{module in a natural way. Hence

we can consider the Galois cohomology of K
�
(a short introduction to Galois

cohomology is given below).

We want to study the properties of H2(G;K
�
). It is a classical result that

this is equivalent to classifying �nite simple central algebras over the �eld K.

Using this interpretation we will be able to give a complete classi�cation in

the case that K is a local �eld. It will be the aim of the following chapters to

examine to which extent this classi�cation can be made completely explicit.

2.1 Algebras over Fields

An algebra over a �eldK is a ring A, together with aK{vectorspace structure

satisfying

(�a)b = a(�b) = �(ab)

for � 2 K and a; b 2 A. The dimension A is given by the dimension of A

viewed as a K{vectorspace. An algebra in which every element a 6= 0 is

invertible is called skew �eld or division algebra over K.

A K{algebra homomorphism f : A ! B is a K{linear ring homomorphism

A! B.

8



2.1. ALGEBRAS OVER FIELDS 9

An ideal I of a K{algebra A is an ideal of the underlying ring. A K{algebra

A is called simple, if A does not contain any ideals except (0) and A.

Theorem 2.1.1 (Wedderburn structure theorem) Let A be a �nite sim-

ple K{algebra. Then there exists exactly one n � 1 and up to K-algebra

isomorphism exactly one skew �eld D over K such that A 'Mn(D).

If A is a ring and B a subring of A, then

ZA(B) = fa 2 Ajab = ba 8b 2 Bg

is the centralisor of B in A. Let Z(A) := ZA(A) denote the centralisor of

A in A, this is also called the center of A. Let A be a K{algebra, we can

assume K � A. Obviously we have K � Z(A). In the case of K = Z(A) we

call A central.

The automorphisms of a �nite central simple algebra A have a particularly

simple form:

Theorem 2.1.2 (Skolem{Noether) Let A be a �nite simple central alge-

bra, then every K{algebra automorphism � : A ! A is an inner automor-

phism, meaning that there is a unit u 2 A such that �(a) = uau�1 for all

a 2 A.

Given two K{algebras A and B, A
K B is a K{algebra with unity element

1
 1. Multiplication is de�ned via

(a1 
 b1)(a2 
 b2) = a1a2 
 b1b2

for a1; a2 in A and b1; b2 inB. The center of A
KB is given by Z(A)
KZ(B).

Hence, if A and B are central K{algebras, so is A
 B.

In the following we shall be considering central simple algebras over a �eld

K.

Two algebras A and B are called equivalent (A � B), if there exist r; s 2 N ,

such that A
K Mr(K) ' B 
K Ms(K).

The Brauer group of a �eld K is de�ned as the set of equivalence classes

[A] = fBjB �nite, central, simple,B � Ag

9



2.1. ALGEBRAS OVER FIELDS 10

implying

Br(K) = f[A]; A �nite, central, simpleg:

Here multiplication is de�ned as follows: [A]� [B] = [A
B], this is wellde-

�ned. Properties of the tensor product imply that multiplication is associa-

tive and commutative, the unity element is given by 1Br(K) = [K].

Let Aopp be the oppositional algebra of A, meaning that we have Aopp = A

as K{vektorspaces with the multiplication in Aopp given by

Aopp � Aopp ! Aopp; a� b 7! ba;

where the product on the right hand side is the one in A. Then [A][Aopp] =

[K] = 1Br(K). Hence Br(K) is indeed a group.

Let L be an arbitrary algebraic �eld extension of K and A be a K{algebra,

then A
K L is a L{algebra, more precisely there is a group homomorphism

resL=K : Br(K)! Br(L); [A] 7! [A
K L]:

A �eld extension L of K is called splitting �eld of A, if [A] 2 ker(resL=K).

We call Br(L=K) = ker(resL=K) the relative Brauer group of K with respect

to L.

If L=K is a splitting �eld of A, this is equivalent to saying that there is an

algebra ~A equivalent to A containing L with dimension dimK( ~A) = [L : K]2.

Let D be a �nite central skew�eld over K and L its maximal sub�eld. Then

D is split by L and we have dimK(D) = [L : K]2.

Let A be a �nite central simple K{algebra. Then there exists a splitting �eld

of A, which is of �nite dimension over K as well as Galois.

It turns out that the Brauer group Br(K) can be described only in terms of

relative Brauer groups:

Br(K) =
[
L=K

�nite, Galois

Br(L=K):

Hence we can concentrate on the study of Br(L=K) with L �nite Galois over

K.

10



2.2. EXAMPLES 11

2.2 Examples

Theorem 2.2.1 Let k be a �nite �eld. Then Br(k) = 1.

Proof:

LetD be a �nite central skew �eld over k, then each element ofD is contained

in a maximal sub�eld of D. But all maximal sub�elds have the same degreep
dimk(D) over k.

Since k is a �nite �eld, all extension �elds of given degree are k{isomorphic.

But now the theorem by Skolem{Noether (Theorem 2.1.2) says that these

�elds are of the form xLx�1 with x 2 D� and a �xed maximal sub�eld L.

Hence

D� =
[

x2D�
xLx�1:

But if a �nite group G is the union of all the conjugates of a subgroup H, it

follows that G = H whence D = L.

Therefore D is commutative, thus D = k, since D is central over k. Therefore

Br(k) = 1. 2

Theorem 2.2.2 Let K be algebraically closed. Then Br(K) = 1.

Proof:

Let D be a �nite division algebra over K, then we have to show:

D is split by K.

Let E be a commutative subalgebra of D. Then E is an integral domain and

hence �nite algebraic over K. Therefore E = K, since K is algebraically

closed.

Now consider the subalgebra K[a] for a 2 D, then a 2 K, hence D = K.

Also D is split by K, hence: Br(K) = 1. 2

Theorem 2.2.3 Is K real closed, then Br(K) ' Z=2Z.

Proof:

This is the statement of the celebrated theorem by Frobenius, saying that

the Hamiltonians are the only proper skew �eld of �nite dimension over a

real closed �eld K.

11



2.3. GALOIS COHOMOLOGY 12

2.3 Galois Cohomology

In the following we give a (very) short introduction to the basics of Galois

cohomology, more details can be found for example in [Neu69, Teil I] (in

German) or in [Ser64].

Let G be a �nite group.

De�nition 2.3.1 A discrete G{module is an Abelian group M with an ac-

tion of G in such a way that for all a; b 2M and �; � 2 G:

1. 1a = a 8a 2M

2. �(a+ b) = �a+ �b 8� 2 G; a; b 2M

3. (��)a = �(�a) 8�; � 2 G; a 2M .

Let A be a G{module, then we denote by Aq the set of q{cochains, that is

the set of maps

x : G� � � � �G| {z }
q{times

! A:

By (@1x)(�) = �x� x for x 2 A0 = A and in general by (@qx)(�1; : : : ; �q) =

�1x(�2; : : : ; �q)+
Pq�1

i=1 (�1)ix(�1; : : : ; �i�i+1; : : : ; �q)+(�1)qx(�1; : : : ; �q�1)
for x 2 Aq�1; q � 1 we de�ne maps @q : Aq�1 ! Aq, which satisfy @q+1Æ@q = 0.

Now de�ne q{cocycles Zq and q{coboundaries Rq by

Zq = ker(@q+1) � Aq; Rq = Im(@q) � Aq:

Since @q+1 Æ @q = 0 we have Rq � Zq, hence we can consider the quotient:

De�nition 2.3.2 The factor group

Hq(G;A) = Zq=Rq; q � 1:

is called the cohomology group of dimension q of the G{module A.

For q = 0 we de�ne H0(G;A) = AG = fa 2 A : �a = a 8� 2 Gg.

In arithmetical applications especially the cohomology groups of lower dimen-

sion are important. It turns out that we can give algebraic interpretations

of these groups.

12



2.3. GALOIS COHOMOLOGY 13

In the case of q = 1 the 1{cocycles are the functions x : G ! A satisfying

@2x = 0, hence

x(��) = �x(�) + x(�); �; � 2 G:
Therefore the 1{cocycles are also known as crossed homomorphisms. The

1{coboundaries are the functions

x(�) = �a� a; � 2 G; for an a 2 A

In the case that the action of G on A is trivial we obviously get H1(G;A) =

Hom(G;A).

In the case of q = 2 the 2{cocycles are the functions satisfying @3x = 0, hence

x(��; �) + x(�; �) = �x(�; �) + x(�; ��); �; �; � 2 G:

The 2{coboundaries satisfy

x(�; �) = �y(�)� y(��) + y(�)

with a 1{cochain y : G! A.

The following theorem is most important in the subsequent computations:

Theorem 2.3.3 Let

0! A
i! B

j! C ! 0

be an exact sequence of G{modules, then we have a long exact sequence

0! AG i0! BG j0! CG Æ1! H1(G;A)
i1! H1(G;B)! � � � ;

which is called exact cohomology sequence.

Here the Æ{map has the following explicit realization:

Let cq 2 Hq(G;C) be given, then we can represent cq by a q{cocycle Cq :

Gq ! C. Since j : B ! C is surjective, we can �nd a q{cochain Bq with

values inB, such that j(Bq) = Cq. Now we have 0 = @Cq = @j(Bq) = j(@Bq),

hence Bq is in the kernel of jq+1. Therefore there exists a q{cochain Aq+1

satisfying @Bq = i(Aq+1). Now

0 = @@Bq = @i(Aq+1) = i(@Aq+1);

13



2.4. ALGEBRAS AND GALOIS COHOMOLOGY 14

whence @Aq+1 = 0, since i is injective. It follows that Aq+1 is a q{cocycle. If

aq is the class of Aq in H
q+1(G;A), we de�ne Æq(cq) = aq.

Now letK be a perfect �eld, K an algebraic closure ofK and G = Gal(K=K)

the Galois group of K over K. Then G is the inverse limit of the groups

Gal(L=K), where L runs through all �nite Galois extensions L of K. G has

the structure of a pro{�nite group, the basis of one of the topology of G is

given by all the normal subgroups of G with �nite index.

A G{module is then de�ned to be an Abelian group A with a continuous

action ofG, meaning that the mapG�A! A is continuous ifG is considered

in the pro{�nite and A in the discrete topology.

Example: K as well as K
�
together with the natural action of G can be

considered as G{modules, since for every x 2 K the extension K(x)=K is

�nite.

For a pro{�nite group G and a G{module M we can also de�ne cohomology

groups Hq(G;M) for q � 0 by restricting the cochains to continuous maps

Gq !M .

In the case of G = Gal(K=K) we have

Hq(G;M) ' lim
!
Hq(Gal(L=K);M);

where L=K runs through all �nite Galois extensions of K.

2.4 The Connection between Algebras and

Galois Cohomology

We now consider algebras with the following special property:

A �nite central simple algebra A over K is called a crossed product, if A

contains a �eld L Galois over K such that dimL(A) = dimK(L).

Each �nite central simple algebra A is split by a �nite Galois extension of

K, but this is equivalent to saying that A is at least equivalent to a crossed

product over K.

The great advantage of dealing with crossed products is that they have a

remarkable simple structure:

14
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Let A be a crossed product, then we can �nd for each � 2 G = Gal(L=K)

a unit u� 2 A such that fu�g�2G is a basis of A as a L left vectorspace and

furthermore

u�x = �(x)u� 8x 2 L; 8� 2 G;
u�u� = f(�; �)u�� 8�; � 2 G;

where f : G�G! L� is a 2{cocycle.

Given on the other hand a 2{cocycle f 2 H2(G;L�) with values in a Galois

extension L=K of degree n, we can form the n2{dimensional K{vectorspace

(L;G; f) =
M
�2G

Lu�;

where multiplication of two elements of (L;G; f) is given by

(
X
�2G

x�u�)(
X
�2G

y�u� ) =
X
�;�2G

x��(y� )f(�; �)u��

with x�; y� 2 L. Now (L;G; f) is a �nite central simple algebra with unity

element f(1; 1)�1u1, which is split by L. (L;G; f) is called crossed product

of L and G with respect to f .

Two crossed products of the form (L;G; f) and (L;G; g) are isomorphic as

K{algebras if and only if f and g di�er by a 2{coboundary.

Theorem 2.4.1 We have Br(L=K) ' H2(G;L�).

Proof:

Consider two crossed products (L;G; f) and (L;G; g) with f and g normed

(that is f(1; 1) = g(1; 1) = 1), then we have

(L;G; f)
 (L;G; g) � (L;G; fg):

For each 2{cocycle g there exists a normed 2{cocycle ~g, which is cohomolo-

gous to g.

Is follows that the map

� : H2(G;L�)! Br(L=K); [f ] 7! (L;G; f)

is a well de�ned group homomorphism.

� is surjective, since each �nite central simple algebra A over K which is

15
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split by L is equivalent to such an algebra B with L � B and dimL(B) = n.

Also there is a 2{cocycle with B ' (L;G; f).

� is also injective: if f is a 2{cocycle with (L;G; f) � K, we deduce

(L;G; f) 'Mn(K), since dimK((L;G; f)) = n2.

Now consider the crossed product of L and G with respect to the triv-

ial 2{cocycle 1, we obtain (L;G; 1) = ��Lv� with v�v� = v�� and v�x =

�(x)v� 8� 2 G; x 2 L.
By � : (L;G; 1) ! EndK(L); �(xv�) = x�(y) we de�ne a K{algebrahomo-

morphism, which is obviously injective, since (L;G; 1) is simple.

Comparing dimensions this implies that � is also surjective, hence (L;G; 1) '
Mn(K) ' (L;G; f), meaning that f is cohomologous to 1. 2

In the following we will only consider the case that L=K is a cyclic Galois

extension of degree [L : K] = n. In this case we can restrict ourselves to the

following simple type of 2{cocycles:

Let G = Gal(L=K) =< � >. For a 2 K� we consider the map

f�;a : G�G! L�;

given by

f�;a(�
i; �j) =

(
a : i + j � n

1 : i + j < n:

Obviously f�;a is a normed 2{cocycle. Let (L; �; a) be the crossed product

(L;G; f�;a) and set u = u�. Then obviously ui = u�i for i = 1; : : : ; n � 1

whence

(L; �; a) =
n�1M
i=0

Lui;

with

un = a; andux = �(x)u; 8x 2 L:
It turns out that every crossed product is isomorphic to an algebra of the

form (L; �; a).

Lemma 2.4.2 Let f be a normed 2{cocycle, then

(L;G; f) ' (L; �; a)with a =
n�1Y
m=0

f(�m; �) 2 K�:

16
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Proof:

We have (L;G; f) = �n�1
i=0 Lv�i with v1 = 1 and v�ix = �i(x)v�i for x 2 L.

Furthermore v�iv�j = f(�i; �j)v�i+j for 0 � i; j � n� 1.

Now

v2� = v�v� = f(�; �)v�2 ;

also

v3� = f(�; �)v�2v� = f(�; �)f(�2; �)v�3 ;

and in general

vi� = (
i�1Y
j=1

f(�j; �))v�i

for i = 2; : : : ; n � 1. Considering vn� we obtain vn� = av�n = a. Therefore

(L;G; f) = �n�1
i=0 Lv

i
�, since

Qi�1
j=0 f(�

j; �) 2 L� for i = 2; : : : ; n� 1. Also we

have vn� = a and v�x = �(x)v� for all x 2 L. Hence(L;G; f) ' (L; �; a).

Since a = vn� lies in the center of (L;G; f), we have a 2 K. 2

The following theorem shows that the relative Brauer group Br(L=K) can

be described completely in terms of the ground �eld K:

Theorem 2.4.3 Let L=K be Galois with cyclic Galois group G =< � > of

order n. Then the map � : a 7! (L; �; a) induces an isomorphism

K�=NL=K(L
�) �! Br(L=K):

Proof:

(L; �; a) is split by L, thus [(L; �; a)] 2 Br(L=K). Since f�;af�;b = f�;ab we

also have �(a)�(b) = �(ab). Let A be a �nite central simple algebra split by

L, then there exists a normed 2{cocycle f such that A � (L;G; f). But then

there exists also a 2 K� such that (L;G; f) � (L; �; a), whence A � (L; �; a).

Therefore � is surjective.

It remains to show:

(L; �; a) ' (L; �; 1), a 2 NL=K(L
�):

Set (L; �; a) =
L

i Lu
i and (L; �; 1) =

L
i Lv

i together with the usual rules.

Suppose a = NL=K(y) with y 2 L�, then consider ~u = y�1u. It follows

~un = y�1uy�1u � � �y�1u = y�1�(y�1)u2y�1 � � � y�1u = � � �

= (
n�1Y
i=0

�i(y�1))un = NL=K(y
�1)a = a�1a = 1:

17



2.5. BRAUER GROUPS OF LOCAL FIELDS 18

Furthermore we have

~ux = y�1ux = y�1�(x)u = �(x)y�1u = �(x)~u:

Therefore (L; �; a) ' (L; �; 1).

Consider a K{algebra automorphism � : (L; �; a)
'! (L; �; 1), applying

Skolem{Noether (2.1.2) there exists � such that x � 1 = ��(x)��1 for all

x 2 L. Now consider w = ��(u)��1, then we obtain wn = a as well as

wxw�1 = �(x) and wx = �(x)w 8x 2 L. Considering y = wvn�1, where the

v was used to de�ne the trivial algebra (L; �; 1), we obtain

yx = wvn�1x = w�n�1(x)vn�1 = �(�n�1(x))wvn�1 = xy:

Therefore y 2 Z(L;�;1)(L) = L. Furthermore

a = wn = yvyv � � � yv = y�(y)v2yv � � � yv = � � �
= y�(y)�2(y) � � ��n�1(y)vn = NL=K(y)v

n = NL=K(y)

since by de�nition of (L; �; 1) we have that vn = 1. 2

2.5 Brauer Groups of Local Fields

Let K be a local �eld, meaning there exists a discrete valuation v on K, K

is complete with respect to v and the residue class �eld k of K with respect

to v is a �nite �eld.

Let D be a �nite dimensional skew �eld over K, then the discrete valuation

v of K can be extended uniquely to a valuation vD of D. This valuation is

given in terms of v by vD(x) = (1=n)vK(ND=K(x)). Here n is the degree of

D over K, the norm of an element d of D=K is de�ned in the usual way as

the determinant of the K{linear map x 7! dx.

Let RD be the valuation ring of D and p its maximal ideal. We have kp =

RD=p.

By de�nition of vD there exists a divisor e of n = [D : K] such that v(D�) =

(1=e)Z, e is called the rami�cation index of D.

A �nite extension L=K is called unrami�ed if the rami�cation index e of

L over K equals 1 and the associated extension of residue class �elds is

separable.

18
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If L=K is an arbitrary extension of local �elds of degree n, then the associated

extension of residue class �elds is a �nite extension of degree f (f is called

residue class degree). The fundamental relationship between the degree n of

the extension and the corresponding residue class and rami�cation degree is

given by n = ef .

Fixing a separable closure K of K, for each number n there exists exactly one

unrami�ed extension Kn of K of degree n in K which is Galois with cyclic

Galois group. Set q = jkj, then the Galois group Gal(Kn=K) has a canonical

generator, the Frobenius automorphism �p, which induces the automorphism

of residue class �elds given by x 7! xq.

It follows from the above remarks that it is enough to study the relative

Brauer group Br(L=K) for L=K �nite and Galois. We �rst examine the case

that L=K is unrami�ed and then show that each element of Br(K) is split

by an unrami�ed extension of K.

With respect to Theorem 2.4.3 the study of Br(L=K) is equivalent to the

study of the Norm map NL=K in an unrami�ed extension L=K.

Lemma 2.5.1 Let K be a local �eld and L a cyclic unrami�ed extension of

K of �nite degree. Then every unit u 2 UK is the Norm of a unit of L, hence

the norm map NL=K : UL ! UK is surjective.

Proof:(following [Ser79, Chapter V,x2])
Consider the higher principal units Um

L = 1 + pmL respectively Um
K = 1 + pmK ,

we can then introduce �ltrations on UL and UK of the form

� � �Um+1
L � Um

L � � � �U2
L � U1

L � UL

and

� � �Um+1
K � Um

K � � � �U2
K � U1

K � UK

respectively.

We now examine the norm map on this �ltrations:

Set x = 1 + y with y 2 pnL. Then �(x) = 1 + �(y) for all � 2 G, furthermore
�(y) 2 pnL. Hence

NL=K(x) =
Y
�2G

(1 + �(y)) � 1 +
X
�2G

�(y) mod p2nL : (2.1)
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Since L=K is unrami�ed, we have pnL \K = pnK, therefore NL=K(x) � 1 mod

pnK.

By passage to the quotient the norm map induces maps Nn : Un
L=U

n+1
L !

Un
K=U

n+1
K which we now examine. We �rst remark that UL=U

1
L can be iden-

ti�ed with the multiplicative group of the residue class �eld l, for n > 1 we

can identify Un
L=U

n+1
L with pnL=p

n+1
L which is a one dimensional vectorspace


n
L over l. Since L=K is unrami�ed, we can identify 
n

L with 
n
K 
K l.

The map Ni can now be described as follows:

for i = 0 the map N0 : l� ! k� is just the norm map of the extension of

residue class �elds l=k.

Due to (2.1) Ni : l 
K 
n
K for i � 1 is just the map 1
 TrL=K.

Since in any separable extension the trace map is surjective, again due to

(2.1) we obviously have that Nn : U
n
L=U

n+1
L ! Un

K=U
n+1
K is surjective.

We now use the following fact:

Assume that we have bijections UL ' lim! UL=U
n
L as well as UK ' lim! UK=U

n
K.

Then the surjectivity of the maps Nn : U
n
L=U

n+1
L ! Un

K=U
n+1
K implies the sur-

jectivity of N : UL ! UK.

It remains to check whether these conditions are satis�ed in our situation.

For n � 1 it follows from the observations made above that the map Nn is

surjective.

For n = 0 we have to consider the norm mapN0 : l
� ! k� which is surjective,

since k is a �nite �eld. Therefore the map N : UL ! UK is also surjective.2

For crossed products de�ned with respect to an unrami�ed extension of K

we can now give the following classi�cation:

Theorem 2.5.2 Let Kn=K be the unique unrami�ed extension of K of de-

gree n, let � be the Frobenius automorphism, then the map

� : Z! Br(Kn=K); k 7! [(Kn=K; �; �
k)];

where � is a uniformizing element of K, induces an isomorphism

�n : Z=nZ
�! Br(Kn=K):
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Proof:

By k 7! (Kn=K; �; �
k) we de�ne a group homomorphism inducing a map

Z=nZ! Br(Kn=K).

This induced homomorphism is surjective, since an element of Br(Kn=K)

has the form (Kn=K; �; a) with a 2 K�. Decompose a = u�k with a unit u,

it follows that

A � (Kn=K; �; u)
K (Kn=K; �; �
k) � (Kn=K; �; �

k);

since every unit of K is a norm of an unrami�ed extension Kn=K, hence the

algebra belonging to u is trivial.

If on the other hand we have [(Kn=K; �; �
k)] = 1 in Br(Kn=K), we know

that �k = NKn=K(y) with y 2 K�
n . Hence

nvKn(y) = vK(NKn=K(y)) = vK(�
k) = k;

and thus k � 0 mod n. We have proven �n to be both injective and surjec-

tive, hence �n is a bijection as claimed. 2

Theorem 2.5.3 For given m;n 2 N the following diagram commutes:

1
n
Z=Z ! 1

mn
Z=Z

# #
Br(Kn=K) ! Br(Kmn=K):

(2.2)

Hence we get

Theorem 2.5.4 Let K be a local �eld. Then we have an isomorphism

� : Q=Z ' Br(K)with �(k=n mod Z) = [(Kn=K; �n; �
k)];

for n 2 N and 0 � k � n, where �n denotes the Frobenius element of Kn=K.

Proof:

We have Q=Z = [n2N 1
n
Z=Z, furthermore Br(K) = [n2NBr(Kn=K). For the

relative Brauer group we have an isomorphism �n : Z=nZ' Br(Kn=K), also
1
n
Z=Z' Br(Kn=K). From the commutativity of (2.2) we get an isomorphism

Q=Z ' Br(K). 2
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De�nition 2.5.5 The inverse of ��1 from Theorem 2.5.4 is called invariant

map.

inv : Br(K)! Q=Z; [A] = [(Kn=K; �n; �
k)] 7! inv(A) =

k

n
mod Z:

Instead of using the original de�nition of the invariant map, it is sometimes

convenient to use the map n � inv for an algebra A with [A]n = 1 instead. By

abuse of language we will refer to both of these maps as invariant map.

2.6 The Brauer Group of a Global Field

Let K be a number �eld, i. e. a �nite algebraic extension of Q . Let S denote a

system of representatives of the places p of K. Besides the non{archimedean

places p for which the completion Kp of K with respect to p is a local �eld,

we also have to consider the archimedean primes for which Kp is either equal

to C or to R.

For the local Brauer groups we have the following results:

� If p is an archimedean place we have that Kp is a local �eld and

Br(Kp) ' Q=Z.

� Is p a real place we have Kp ' R and

Br(Kp) ' Z=2Z' 1

2
Z=Z� Q=Z:

.

� If p is a complex place we have Kp ' C and Br(Kp) = 1.

The embeddingsK ,! Kp induce a group homomorphismBr(K)! �pBr(Kp).

The most important statement about Brauer groups of global �elds is the

fact that the global elements are completely described by the image in the

local Brauer groups:

Theorem 2.6.1 (Hasse{Brauer{Noether) There is an exact sequence

0! Br(K)! �p2SBr(Kp)! Q=Z ! 0; (2.3)

where the last map is given by (Ap)p2S 7!
P

p2S inv(Ap).
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In the following chapters this exact sequence will play a major role both in

a theoretical as well as a practical sense.

2.7 Discrete Logarithms in Finite Fields

Let k = Fq be a �nite �eld satisfying ljq � 1, meaning that the l{th roots of

unity are contained in k.

We can then consider the discrete logarithm problem in the group of l{th

roots of unity: given two non trivial l{th roots of unity �0 and �1 2 h�0i,
determine n mod l such that �1 = �n0 holds.

As we have pointed out before (see 1.2), the question whether the embedding

of this group of order l into the larger group F�q essentially gives the same

security as considering the discrete logarithm in F�q is essential for the security

of the Digital Signature Algorithm (DSA).

Therefore it is interesting to consider this question in the context of Brauer

groups, since they give an approach especially suited for this discrete loga-

rithm problem.

Let K be a local �eld with residue class �eld k = Fq , let L=K be a rami�ed

cyclic Galois extension of degree l with l 6= char(k) and Gal(L=K) = h�i.
In this situation we get the following description of the relative Brauer group

Br(L=K):

Lemma 2.7.1 Let K be a �nite extension of Q p with residue class �eld

k. Let L=K be a rami�ed extension of prime degree l 6= p implying that the

group �l of l{th roots of unity is contained in K
�. Then we have Br(L=K) '

k�=(k�)l ' �l(k).

Proof:(for further details see [Ser79, V.,x3.])
We have Br(L=K) ' K�=NL=K(L

�) according to theorem 2.4.3. Hence we

have to examine the norm map of the rami�ed extension L von K.

Each element of K can be written in the form u � �i with u 2 UK and i 2 Z.

Since L=K is rami�ed, �K is a norm.Therefore we can restrict our attention

to the groups of units UL of L.
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Consider the �ltrations

� � �U i
L � U i�1

L � � � �U1
L � UL

and

� � �U i
K � U i�1

K � � � �U1
K � UK ;

where we put U i
L = 1 + piL and U i

K = 1 + piK for i � 1.

Since L=K is tamely rami�ed (we have l 6= p), all quotients U i
K=U

i+1
K for i � 1

are killed by the norm map ([Ser79, V, Proposition 5 and Corollaries]), only

the case UL=U
1
L ! UK=U

1
K remains to be examined. We have UL=U

1
L ' l�

and UK=U
1
K ' k�. Since L=K is rami�ed we have l = k. The image of

UL=U
1
L under the norm map therefore is k�l. Hence we have

K�=NL=K(L
�) ' k�=k�l:

We have an isomorphism

k�=k�l ' �l

given by

x mod k�l 7! x
q�1
l :

2.

From Theorem 2.4.3 and Lemma 2.7.1 we get �l(k)
�! Br(L=K), since l 6=

char(k). Here the map is given by � 7! (L; �; �) 2 Br(L=K).

Hence we can solve the discrete logarithm problem in the cyclic subgroup

�l � F�q as follows:

Given two l{th roots of unity �0 and �1 with �1 = �n0 we choose an extension

K of Q p with k = Fq as well as a rami�ed Galois extension L=K of degree

l with Gal(L=K) = h�i. Now forming the cyclic algebras A0 = (L=K; �; �0)

and A1 = (L=K; �; �1), the discrete logarithm problem is solved if we are able

to compute inv(A0) and inv(A1) = n � inv(A0). Thus n can be obtained by

computing

inv(A1)=inv(A0) mod l:

Hence we are lead to this computational task:

Given a cyclic algebra A = (L=K; �; �) de�ned over a tamely rami�ed exten-

sion of prime degree l compute the invariant of this algebra as an element of

Br(K).
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Chapter 3

Local Computation of

Invariants

In the previous section we showed the importance of the invariant map of

the theory of Brauer groups for cryptographic applications.

This section will be concerned with the explicit calculation of this map over

local �elds. As shown in the previous section the case of an algebra de�ned

over a tamely rami�ed extension of a local �eld K is of special interest.

3.1 Unrami�ed Extensions

Let K be a local �eld complete with respect to a discrete valuation p, let kp

denote the residue class �eld of K with respect to p. Assume kp = Fq .

In the following we will assume that lj(q � 1) holds, meaning that the l{th

roots of unity are contained in K.

Now let L=K be an unrami�ed extension of prime degree l, since we assumed

that the l{th roots of unity are contained inK by Kummer theory there exists

an � 2 K�=K�l such that L = K(�1=l).

The �eld extension L=K is cyclic Galois, assume Gal(L=K) = h�i.
Consider an element of order l inside Br(K) given by the two{cocycle

�(�i; �j) =

(
� : i + j � l

1 : i + j < l:
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Let UL and UK denote the groups of unity of L and K respectively. As we

have noted before (see Theorem 2.5.1) in an unrami�ed extension L=K each

element of UK is a norm coming from a unity of L. Let � be a prime element

then we can assume that � is of the form � = �n. Hence we get:

�(�i; �j) =

(
�n : i+ j � l

1 : i+ j < l

If � is the Frobenius element �p, the invariant map can be computed imme-

diately since by de�nition inv(�(�ip; �
j
p)) � n mod l.

Suppose �k = �p, then we obtain:

(L; �; �n) ' (L; �k; �nk) ' (L; �p; �
nk):

Hence we get inv(�(�i; �j)) � nk mod l.

Therefore in this case we have reduced the computation of the invariant map

to the problem of describing the relation between a generator � of the Galois

group Gal(L=K) and the Frobenius element �p of the extension L=K, i.e.

solving a discrete logarithm in the Galois group of L=K.

Since we are in the situation of Kummer extensions, this can be accomplished

as follows:

Recall that � acts on 
 = �1=l via �(
) = �l
 with a primitive l{th root of

unity �l.

Let x denote the reduction of an element x 2 K in the residue class �eld

kp = Fq .

The Frobenius automorphism acts on elements of the extension lp=kp by

raising to the q{th power: �p(x) = xq. Hence the action of the Frobenius on


 is given by

�p(
)=
 = 
q=
 = �q=l=�1=l = �
q�1
l : (3.1)

In order to describe � as a power of the Frobenius we have to solve the

discrete logarithm (�
q�1
l )k = �l in Fq .

3.2 Tamely Rami�ed Extensions

We have seen before (see 2.7) that the case of a two{cocycle de�ned over

a tamely rami�ed extension L=K of prime degree l is especially interesting.
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Note that we only consider the case l 6= char(kp).

We keep the assumptions on K from the previous section, especially assume

�l 2 K� (otherwise an extension of the described type would not exists). For

technical reasons also suppose that �l2 62 K holds.

Let Gal(L=K) = h�i be cyclic of order l, consider an element of order l in

the Brauer group Br(K) given by the two{cocycle

�(�i; �j) =

(
� : i + j � l

1 : i + j < l

with � 2 K�=NL=K(L
�).

Since we have l 6= char(kp) we see that L=K is tamely rami�ed, hence (see

Theorem 2.7.1) we have K�=NL=K(L
�) = k�p=k

�l
p ' h�li. Therefore we can

assume that � 2 h�li holds.
In order to compute the invariant of the algebra given by �, we consider the

following situation:

Let L=K be cyclic and tamely rami�ed of prime degree l. Let Kl=K be the

unrami�ed extension of degree l, assume Gal(Kl=K) = h�pi where �p denotes
the Frobenius automorphism.

KlL

L

����������
Kl

����������

K
rami�ed

h�i
���������� unrami�ed

h�pi
����������

This diagram gives us the following diagram in Galois cohomology:

H2(KlL=K; (KlL)
�)

H2(L=K;L�)
in
KlL

L

����������������
H2(Kl=K;K

�
l )

in
KlL

Kl

�����������������

Our task can be described as follows:

We have to �nd a cocycle  in H2(Kl=K;K
�
l ) such that the in
ation  ̂ =

in
KlL
Kl

( ) di�ers from the in
ation �̂ = in
KlL
L (�) only by a coboundary.

The in
ations of the two cocycles can be described explicitly as follows:

Set Gal(L=K) = h�i and Gal(Kl) = h�pi, hence we have Gal(LKl) = h�; �pi.
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We then get

�̂(�i�jp; �
r�sp) = �(�i; �r) with 1 � i; j; r; s � l

and

 ̂(�i�jp; �
r�sp) =  (�jp; �

s
p) with 1 � i; j; r; s � l:

Now  ̂ is cohomologous to �̂ i� there is a map � : Gal(LKl=K) ! (LKl)
�

such that:

�̂(z1; z2) =  ̂(z1; z2)�(z2)�(z1z2)
�1�(z1)z2

for all z1; z2 2 Gal(LKl=K).

It turns out that the function � is already determined by its values �(�) and

�(�p).

Some basis properties of � are summed up in the following lemma:

Lemma 3.2.1 1. �(1) = 1.

2. � = NLKl=Kl
(�(�)).

3. ��n = NLKl=L(�(�p)).

4. �(��p) = �(�p)�(�)
�p = �(�)�(�p)

�.

Proof:

1.: Trivial.

2.: We have

�(�)�(�i+1)�1�(�i)� = �̂(�i; �) ̂(�i; �)�1; (3.2)

and furthermore �̂(�i; �) = �(�i; �) = 1 for i < l�1 and  ̂(�i; �) =  (1; 1) =

1.

Hence using (3.2) we immediately get

�(�i+1) = �(�)�(�i)�: (3.3)

Now we conclude inductively for i < l � 1:

�(�i+1) = �(�)�(�)� � � � �(�)l�2; (3.4)
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For i = l � 1 we get:

�(�)�(�l)�1�(�l�1)� = �(�)�(�l�1)� (3.5)

= �̂(�l�1; �) ̂(�l�1; �)�1

= �(�l�1; �) (1; 1)

= �:

Using (3.4) we obtain:

� = �(�)�(�)� � � � �(�)�l�1 : (3.6)

Since L=K is cyclic Galois with Gal(L=K) = h�i it follows that

x =
l�1Y
i=0

�(�)�
i

= NL=K(�(�)): (3.7)

3.: Considering �(�p) we can conclude analogous to 2. that

�(�i+1
p ) = �(�p)�(�p)

�p � � � �(�p)i for i < l � 1 (3.8)

holds.

From �̂(�l�1p ; �p) = �(1; 1) and  ̂(�l�1p ; �p) =  (�l�1p ; �p) = �n we get

��n =
l�1Y
i=0

�(�p)
�ip = NKl=K(�(�p)); (3.9)

since Kl=K is cyclic Galois with Gal(Kl=K) = h�pi.
4.: Considering �(��p) we obtain

�̂(�; �p) = �(�; 1) = 1 = �(1; �) = �̂(�p; �) (3.10)

and

�̂(�; �p) = �(1; �p) = 1 = �(�p; 1) = �̂(�p; �); (3.11)

using (3.2) we obtain

�(�p)�(��p)
�1�(�)�p = �(�)�(��p)

�1�(�p)�; (3.12)

hence

�(�p)�(�)
�p = �(�)�(�p)

�: (3.13)

2

Using these elementary properties of � we can now proceed to �nd a suitable

coboundary transforming the cocycle � into the cocycle  . Here it is most

important to choose L=K and Kl=K carefully. This has to be done in such a

way that the operation of � and �p in 3.2.1[4.] can be related to each other.
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Theorem 3.2.2 Let K be a local �eld with �l 2 K and �l2 62 K. Let � be an

element of K such that v(�) = 1.

Let Kl=K be unrami�ed of degree Grad l over K with Frobenius automor-

phism �p generating Gal(Kl=K).

Realize Kl = K(�1=l) as a Kummer extension. Fix the l{th root of unity �

de�ning the action of �p on �
1=l:

�p(�
1=l) = ��1=l:

Let L = K(�1=l)=K be cyclic rami�ed of degree l (l 6= char(kp)) and Gal(L=K) =

h�i. Here � is de�ned by �(�1=l) = ��1=l.

Let � 2 H2(h�i; L�) be given by

�(�i; �j) =

(
�m : i+ j � l

1 : i+ j < l:

Let  2 H2(Kl=K;K
�
l ) = H2(h�pi; K�

l ) be given by

 (�ip; �
j
p) =

(
�n : i + j � l

1 : i + j < l:

Then � and  are cohomologous in H2(Gal(LKl=K); (LKl)
�) if

n � �tm mod l

with t � (q � 1)=l mod l.

Corollary 3.2.3 The element of Br(K) given by � has invariant

�tm mod l

.

Proof: We �rst compute �(�) and �(�p). Lemma 3.2.1[4.] gives a relation

between these elements and the action of �; �p on them. It turns out that

the invariant can be computed from this relation.

Lemma 3.2.1[1.] implies that � = NLKl=Kl
(�(�)). Since we have � 2 K and

�l2 62 K, an unrami�ed extension of degree l over K is de�ned by �1=l. Since

this extension is uniquely determined we have �1=l 2 L. Hence from � = �m

we get � = ((�m)1=l)l = NLKl=Kl
((�m)1=l). Therefore we have:

NLKl=Kl

�
�(�)

(�m)1=l

�
= 1:
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Hilbert 90 implies that

�(�) = (�m)1=lx��11 (3.14)

with x1 2 (LKl)
� holds.

Now consider LKl=L instead of LKl=Kl. Since we have (��n)1=l 2 L it

follows that

NLKl=L((�
�n)1=l) = ((��n)1=l)l = ��n;

hence we obtain

�(�p) = (��n)1=lx�p�12 (3.15)

with x2 2 (LKl)
�.

It follows from 3.2.1[4.] that

�(�p)�(�)
�p = �(�)�(�p)

�: (3.16)

The action of the Frobenius �p on �
1=l is given by raising to the q = pf{th

power. Hence we get

�(�)�p = ((�m)1=lx��11 )�p = �mq=lx
�p���p
1 : (3.17)

The action of � on �1=l is given by �(�1=l) = ��1=l, hence we get

�(�p)
� = ((��n)1=lx�p�12 )� = ��n(��n)1=lx��p��2 : (3.18)

Inserting (3.14) and (3.15) in (3.16), we get

((��n)1=lx�p�12 )�(�)�p = ((�m)1=lx��11 )�(�p)
�: (3.19)

Now considering (3.17) and (3.18) we obtain

(��n)1=lx�p�12 �mq=lx
��p��p
1 = (�m)1=lx��11 ��n(��n)1=lx��p��2 : (3.20)

At this point we use the fact that both extensions L=K and Kl=K are de�ned

in such a way, that both the operation of � and of �p on appropriate primitive

elements are described by the same l{th root of unity �.

Equivalently this gives

��n�m(q�1)=l = x
��p��p��+1
1 x

�p���p+�p�1
2 = (

x1
x2
)(��1)(�p�1): (3.21)
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Now inserting x = (x1
x2
)��1 we can write (3.21) in the form

x�p = ��n�m(q�1)=lx: (3.22)

We now proceed by rewriting this relation in such a form that we can solve

for n in this equation.

To do this we �rst try to change x in such a way that the new element is

�xed by �p, hence does not lie in LKl but in Kl.

Hence we want to �nd an element c 2 LKl such that c
�p=c = �n+tm holds. We

have (�1=l)�p=�1=l = �(q�1)=l. The fact that �l 2 K and �l2 62 K implies lj(q�1)
and (q � 1)=l 6� 0 mod l. Therefore we can compute ((q � 1)=l)�1 mod l.

We now have

((�1=l)�((q�1)=l)
�1n�m)�p�1 = ��n�m(q�1)=l: (3.23)

Hence for x=((�1=l)�((q�1)=l)
�1n�m) we have

(x=((�1=l)�((q�1)=l)
�1n�m))�p = x=((�1=l)�((q�1)=l)

�1n�m): (3.24)

Thus we have

x = (
x1
x2
)��1 = (�1=l)�((q�1)=l)

�1n�m)xL (3.25)

with xL 2 L.
Now applying the norm with respect to LKl=Kl to equation (3.25) we get:

1 = (�)�((q�1)=l)
�1n�mNL=K(xL); (3.26)

since (x1
x2
)��1 is in the kernel of the norm map.

Hence we have ��n�m(q�1)=l 2 NL=K(L
�). We have that � 62 NL=K(L

�)

holds since otherwise this would imply �l2 2 K contrary to our assumptions.

Whence

n � �m(q � 1)=l mod l (3.27)

as claimed. 2
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Chapter 4

Local{global{methods

4.1 Introduction

In Chapter 3 we introduced methods from Galois cohomology of local �elds

in order to compute the invariant of an element of Br(Kp) for a local �eld

Kp.

We will now show how we can make use of local{global methods in order to

calculate the invariant map at a given place of a global �eld K.

Let S be a set of non{equivalent places of K, let Kp for p 2 S denote the

completion of K with respect to p. For each place p we have an invariant

map invp : Br(Kp)! Q=Z.

As explained in Chapter 2 the celebrated theorem by Hasse, Brauer and

Noether gives a relationship between the Brauer group Br(K) of the global

�eld K and the Brauer groups Br(Kp) of the completions of K.

Theorem 4.1.1 We have a short exact sequence

0! Br(K)!
M
p2S

Br(Kp)
P invp! Q=Z ! 0; (4.1)

where Br(K)! �p2SKp is given by A 7! �p(A
Kp) and the map

�p2SKp

P invp! Q=Z
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4.2. EXPLICIT COMPUTATION OF INVARIANTS 34

is de�ned by

�p(A
Kp) 7!
X
p2S

invp(A
Kp):

This can be interpreted in the following way: the local invariants of a given

global element A of Br(K) determine this element completely. Furthermore

these local invariants satisfy the equation 0 =
P

p2S invp(A
Kp) in Q=Z.

4.2 Explicit Computation of Invariants

Consider a local �eld Kp and an element Ap of Br(Kp). For the sake of

simplicity we will assume that Ap is of prime order l in Br(Kp). Our task is

to compute inv(Ap) eÆciently.

Furthermore assume that Ap 2 Br(Kp) is given in the formAp = (Lp=Kp; �; ap).

Here Lp=Kp is a cyclic extension of degree l, � is a generator of the Galois

group Gp = Gal(Lp=Kp) and ap 2 K�
p=NLp=Kp(L

�
p).

In order to use local{global methods we have to lift the given local algebra Ap

to a global algebra A. Then the relation given by the Hasse{Brauer{Noether

theorem shows that the invariant at p { which we are interested in { can be

recovered from the knowledge of the invariants at all other places q 6= p for

which we have invq(A) 6= 0.

Assume that the prime ideal q is unrami�ed in L=K. Also assume that the

global lift A is given now as a global cyclic algebra of the form (L=K; �; a).

From the de�nition of the invariant map, we know that the explicit calcula-

tion of the invariant of A at the place q is related to two problems:

� Computing vq(a), the q{adic valuation of a.

� Computing an integer fq such that �fq is the Frobenius �q at q.

While the �rst task is easy to solve (see for example [Coh96, Algorithm

4.8.17]), the second task is much more diÆcult. Indeed, we have seen in

Chapter 3.1 that this question is directly related to solving a discrete loga-

rithm problem in a �nite �eld, at least in the case that we deal with a local

Kummer extension.
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4.3. EXPLICIT CONSTRUCTION OF GLOBAL ALGEBRAS 35

Note, however, that the Hasse{Brauer{Noether theorem predicts the exis-

tence of a global algebra A which has non trivial invariant exactly at two

places p and q, where p is the place we are interested in and q is any other

place of K. Therefore, theoretically we should be able to relate the problem

of calculating the invariant at p to a task as easy as possible. However the

statement of the theorem is simply an existence statement. We will show in

the following what kind of techniques one might use in order to explicitly

construct such algebras.

4.3 Explicit Construction of Global Algebras

In order to construct a global lift of the local algebra Ap, we �rst construct a

global cyclic extension L of K with prescribed local behavior at the place p.

The easiest way to do this is to use Kummer theory. Thus we assume, that

K contains the l{th roots of unity and that we have L = K(�1=l) with

� 2 K�=K�l.

The local behavior of such a Kummer extension can be described as follows

(see [Coh00, Theorem 10.2.9]):

Theorem 4.3.1 Let K be a number �eld, l a prime such that �l 2 K holds

and L = K(�1=l) with � 2 K�=K�l. Let q be a place of K. Set e = vq(l).

1. If (vq(�); l) = 1 holds, then q is rami�ed.

2. If (vq(�); l) = l and q 6 jl holds, we have that

� q splits completely, if the congruence xl � � mod q has a solution.

� q is inert, if the congruence xl � � mod q has no solution.

3. If (vq(�); l) = l and qjl hold, we have that

� q splits completely, if the congruence xl � � mod qel+1 has a so-

lution.

� q is inert, if the congruence xl � � mod qm has a solution for

m = el but not for m = el + 1.
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� q is rami�ed, if the congruence xl � � mod qel has no solution.

The Galois group G of the global extension L=K is given by Gp = h�i, here
� is determined by �(�1=l) = �l�

1=l for a �xed l{th root of unity �l.

Lifting a local cyclic algebra to a global one is easy:

we simply have to choose an element a 2 K which lifts ap 2 Kp. Then the

global cyclic algebra (L=K; �; a) coincides locally at p with the given algebra

Ap.

This means that A has invariant invp(Ap) at p. Let resq : Br(K)! Br(Kq)

denote the restriction map for a place q of K given by A 7! A 
 Kq, then

we also have invq(Aq) = invq(resp(A)). In the following we will identify

invq(A) = invq(A
Kq).

In order to make use of the Hasse{Brauer{Noether theorem we now have

to determine the places q 6= p of K for which the global algebra A has a

non{trivial invariant.

We �rst note that invq(A) is automatically trivial if q splits completely in

L=K since in this case LQ = Kq holds (here Q denotes an extension of q to

L).

If q is inert in L=K, the invariant is trivial if ljvq(a) holds.
In the tamely rami�ed case q 6 jl, to which we restrict our attention, we see

that the invariant is trivial if a has an order prime to l in the residue class

�eld k�q of Kq. Hence the l{th root of unity associated to a in k
�
q is the trivial

one.

local behavior condition for trivial invariant

rami�ed q 6 jl a = 1 in k�q=k
�l
q

unrami�ed q inert ljvq(a)
unrami�ed q completely split automatically
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4.4 EÆcient Methods for Calculating Invari-

ants

We now describe in an example how it is possible to explicitly construct a

global algebra relating the computation of the invariant map at a rami�ed

place p to computations at unrami�ed places q of small norm. Since we

only succeeded to do this using (global) Kummer theory, it is immediately

clear that this approach is not going to work for cryptographic instances.

The study of the occurring problems leads to the development of a method

working without Kummer theory. This will be explained in detail in the next

chapter.

Consider the following global Kummer extension with especially simple ram-

i�cation structure:

Choose an element � of K such that �oK = p, then from theorem 4.3.1 we

see that in K(�1=l)=K rami�cation can only occur for q = p or for q such

that qjl.
In the following we will assume that this is the case.

Example 4.4.1

We give an example for the case l = 13.

First we have to construct a global extension L=K = Q (�13) with prescribed

rami�cation. Consider the element

� = �2�11 + 2�10 � �8 � �7 � 4�5 + �4 + �3 � �2 2 Q(�13):

We have �oQ(�13 ) = p with pj263. It is checked easily using theorem 4.3.1

that all places q with qj13 split completely in L=K. Hence L=K is rami�ed

exactly at p.

Now consider the algebra given by

Ap = (Lp=Kp; �; ap = 193z2 + 100z + 67):

Here Kp=Q 263 is an extension of degree 3 over Q 263 obtained by adjoining

the 13{th roots of unity to Q 263 . We have that Kp=Q 263 is unrami�ed, the

extension of residue class �elds is given by k = F263(z)=F263 , where z satis�es

the irreducible equation z3 + 25z2 + 229z + 262 = 0 over F263 .
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Furthermore we note that jkj = 2633 = 18191447.

It is easily seen that ap indeed corresponds to a non trivial element in k
�=k�l,

hence describes a non trivial algebra. The naive lift leads for example to the

algebra

A = (L=Q(�13); �; a = 193�2 + 100� + 67):

Factoring the norm of a shows that aoK is divided by a prime ideal q lying

over 449359464893. Since the corresponding local extension Lq=Kq is inert,

we have to compute a discrete logarithm in F449359464893 . Hence this naive

lifting approach does not lead to a simpli�cation of the original problem.

4.5 Experimental Results

We now describe an experimental approach which aims at producing global

algebras with non trivial invariants at primes of small norm.

To this end we proceed as follows:

Besides A we also consider the element

Ai = A
 A
 � � � 
 A| {z }
i times

(1 < i < l)

of Br(Kp) which is given by (Lp=Kp; �; a
i). Obviously we have: invp(A

i) =

i � invp(A).
Given a relation involving invp(A) as well as one involving invp(A

i), we can

subtract these two relations from each other, thus gaining a relation contain-

ing (i � 1)invp(A). If we �nd two such relations containing a common term

belonging to a prime of large norm this term cancels out. Thus we can hope

to construct a relation involving only terms belonging to places of small norm

besides a multiple of invp(A).

The constructing of these relations is easy:

Given ap in kp which is non trivial in k�p=k
�l
p , this means that a

(pf�1)=l
p 6= 1

holds in kp.

In order to construct global liftings a of ap giving the same algebra and hence

the same invariant locally at p we proceed as follows:

Consider powers of ap of the form anp in kp, where n � 1 mod l holds. Then
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we get (anp )
(pf�1)=l = a

(pf�1)=l
p . Hence the di�erent anp describe indeed the

same local algebra at p.

Lifting the di�erent elements anp to global elements an, we obtain the desired

global algebras An = (L=K; �; an) with prescribed invariant at p.

We again consider the local algebra from example 4.4.1.

Here we had Kp = Q 263(�13) and kp ' F263(z), where z satis�ed the equation

z3 + 25z2 + 229z + 262 = 0. Let p be a �xed place of Q 263(�13) lying over

p = 263.

Consider also the element ap = 193z2 + 100z + 67 in kp which belongs to a

non trivial invariant at p.

Following the procedure explained above we constructed 50:000 relations

involving invp(A) and 2invp(A) respectively. Since jkpj = 18:191:446, we

searched for relations having in common a place of norm greater than 100:000.

Amongst the 50:000 relations we found 32 pairs which had in common a term

belonging to a place of large norm. However, even if one such term cancels

out, it is of course possible that some other terms belonging to places of high

norm remain, in which case the new relation is not useful. However, if this

is not the case, we have found a good relation relating the invariant at the

place p to the calculation of discrete logarithms in �nite �elds of small norm.

Amongst the 32 pairs we were able to �nd 5 good pairs.

Results in the case invp(A){2invp(A)

Number of relations Number of pairs Number of good pairs

50:000 32 5

Good pairs

Number �nite �elds involved

1 (53,1),(157,1),(313,1),(937,1),(29173,1),(31357,1),(37571,1)

2 (53,1),(937,1),(31357,1),(37571,1)

3 (131,1),(157,1),(521,1),(677,1),(2731,1),(4421,1)

4 (2,12),(3,4),(859,1)

5 (3823,1),(13417,1),(14717,1),(20333,1),(38351,1),(79301,1)

Here (p; f) denotes the �nite �eld Fpf , the bold entries denote those places

which are inert in the global extension L=K.

39



4.5. EXPERIMENTAL RESULTS 40

Some further 50:000 relations involving 3invp(A) made some more compar-

isons possible.

Results in the case invp(A){3invp(A)

Number of relations Number of pairs Number of good pairs

50:000 42 16

Good pairs

Number �nite �elds involved

1 (5227,1),(38923,1)

2 (2,12),(2731,1)

3 (2,12),(2731,1)

4 (2731,1)

5 (2,12),(2731,1)

6 (2,12),(313,1),(2731,1),(31357,1)

7 (2731,1)

8 (313,1),(31513,1),(31357,1)

9 (313,1),(2731,1),(31357,1)

10 (2731,1)

11 (2,12),(313,1),(1483,1),(31357,1),(96487,1)

12 (2731,1)

13 (2731,1)

14 (2,12),(5227,1),(38923,1)

15 (2731,1)

16 (313,1),(2731,1),(31357,1)

Here it is worth noticing that in four cases all but one term canceled out,

hence relating the computation of the desired invariant at p to a term be-

longing to place of very small norm (2731). Thus we have reduced a discrete

logarithm in F2633 to one in F2731 .

Finally the data for the last comparison:

Results in the case 2invp(A){3invp(A)

Number of relations Number of pairs Number of good pairs

50:000 12 1

Good pairs

Number �nite �elds involved

1 (2,12),(131,1),(521,1),(677,1),(4421,1)
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We can draw the following conclusions from these computational experi-

ments:

� The proposed local{global technique indeed yields relations which re-

late the computation of the invariant map at the rami�ed place p to

the discrete logarithm problem in small �nite �elds.

� The explicit construction of global algebras using Kummer theory is

only possible, if the l{th roots of unity are contained in the global

ground �eld K.

But this of course implies that for larger l the global �eld K can no

longer be handled eÆciently because of Q � Q(�l) � K. Hence the pro-

posed method can not deal with values of l which are of cryptographic

interest.

The key to overcome this problems is to �nd a completely di�erent way of

dealing with global cyclic extensions with prescribed rami�cation. This will

be discussed at length in the next chapter.
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Chapter 5

Global Class Field Theory

In the previous chapter we described explicit methods to construct global

cyclic algebras with prescribed rami�cation. It turned out that the central

problem is to have a good description of the local properties of the global

�eld over which we want to construct the cyclic algebra.

As we already remarked at the end of the last chapter, the fact that we used

Kummer theory to construct cyclic extensions makes is impossible to apply

these ideas in a general context, since we can not deal eÆciently with the

global �eld Q (�l)=Q for l large.

We therefore turn to a more theoretical approach to this problem. Recall that

the description of Abelian extensions of global number �elds with restricted

rami�cation lies at the heart of global class �eld theory.

We will �rst give a summary of class �eld in a general sense. Extensive

examples will then be given for the two easiest cases.

5.1 Moduli and Ray Class Groups

We �x a base �eld K. Our goal is to describe the Abelian extension of K

with prescribed rami�cation. We �rst introduce some terminology.

De�nition 5.1.1 A modulus m in K is a pair (m0;m1) where m0 is an

integral ideal and m1 is a set of real embeddings of K into C . We write this
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5.1. MODULI AND RAY CLASS GROUPS 43

formally as m = m0m1.

We de�ne (o=m)� = (o=m0)
� � Fm12 .

If m and n are two moduli, we say that n divides m (njm) if m0 � n0 and

n1 � m1.

If a is a nonzero fractional ideal of K we say that a is coprime to m if

vp(a) = 0 for all pjm. Equivalently we can write a = b=c with b and c

integral ideals coprime to m0 in the usual sense.

The set of ideals coprime to m forms a group denoted by Im(K). If � 2 K�

we say that � is coprime to m if the corresponding principal ideal �oK is.

Recall that the class group of K is de�ned via the long exact sequence

1! U(K)! K� ! I(K)! Cl(K)! 1

where U(K) denotes the groups of units in K� and I(K) denotes the set of

fractional oK{ideals. We now want to �nd a way to replace IK with Im(K)

in this de�nition.

De�nition 5.1.2 Let m be a modulus in K.

For � 2 K� we say that

� � 1 mod m

if for all p dividing m0 we have vp(� � 1) � vp(m0) and for all embeddings

�i 2 m1 we have �i(�) > 0. We write K�
m for the group of such �.

Let Pm(K) denote the set of fractional principal ideals of oK that can be

written in the form �oK with � 2 K�
m . It is clear that Pm(K) is a subgroup

of Im(K) called ray group of m.

Now consider an element a of Pm(K). If a = �oK = �oK with �; � 2 K�
m this

is equivalent to saying that �=� is a unit in K�
m . These units form a subgroup

of U(K) which will be denoted by Um(K) = U(K) \K�
m . We therefore have

the following exact sequence

1! Um(K)! K�
m ! Pm(K)! 1:

We are now ready to de�ne the ray class group Clm(K) in an analogous way

to Cl(K) via the exact sequence

1! Pm(K)! Im ! Clm(K)! 1:
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The �niteness of the ray class group and a formula to calculate its cardinality

follows from the following statement.

Theorem 5.1.3 We have an exact sequence

1! Um(K)! U(K)! (oK=m)
� ! Clm(K)! Cl(K)! 1: (5.1)

Hence the ray class group is �nite. Also we know that

hm(K) = h(K)
j(oK=m)�j

[U(K) : Um(K)]
(5.2)

where h(K) and hm(K) denote the cardinality of the class group of K and

the ray class group of Km respectively.

In order to be able to formulate the main theorem of global class �eld theory

we now introduce the notion of a congruence subgroup.

De�nition 5.1.4 A group of fractional ideals C such that

Pm(K) � C � Im(K)

is called a congruence subgroup for the modulus m. In order to indicate

the modulus to which C corresponds, we introduce the notation (m; C) for a

congruence subgroup modulo m.

Note that we can also consider the set of classes C = C=Pm � Clm, so we can

consider a congruence subgroup as a subgroup of the ray class group Clm.

It is natural to ask when, given (m1; C1) and (m2; C2), we have thatClm1=C1 '
Clm2=C2 holds. To answer this question we introduce an equivalence relation

between congruence subgroups:

De�nition 5.1.5 We say that two congruence subgroups (m1; C1) and (m2; C2)

are equivalent ((m1; C1) � (m2; C2)) if

Im2 \ C1 = Im1 \ C2:

One checks that this is indeed an equivalence relation and that we have

Im1=C1 ' Im2=C2 as claimed.
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A further notion is that of the conductor of a congruence subgroup. In order

to introduce this we �rst de�ne the GCD (greatest common divisor) of two

congruence subgroups. If m1 and m2 are two moduli, we de�ne the greatest

common divisor n = gcd(m1;m2) of m1 and m2 by taking the sum of the

corresponding integral ideals and the intersection at the places of in�nity.

Clearly, if n is de�ned thus, it is the largest modulus dividing both m1 and

m2, hence the terminology.

Theorem 5.1.6 Let (m1; C1) and (m2; C2) be two congruence subgroups such

that (m1; C1) � (m2; C2). Let n = gcd(m1;m2) . Then there exists a unique

congruence subgroup C modulo n such that (n; C) � (m1; C1) � (m2; C2). C

is given by C = C1Pn = C2Pn. We call the congruence subgroup (C; n) the

GCD of the congruence subgroups (m1; C1) and (m2; C2).

Now consider an equivalence class C of congruence subgroups. Then there

exists a congruence subgroup (f; Cf) in C called the conductor of the class C
such that each member of C is of the form (fa; Cf \ Ifa) for any modulus a of
K.

We can now de�ne the conductor of a congruence subgroup:

De�nition 5.1.7 Given a congruence subgroup (m; C) we consider the class

C of congruence subgroups equivalent to (m; C). Call f the conductor of

(m; C), if (f; Cf) is the conductor of C.
Call any given modulus f a conductor if there exists a congruence subgroup

of conductor equal to f.

5.2 Abelian Extensions of K

Having explained the structure of the ray class group of a given modulus m

of K, we now proceed to explain how this structure controls the arithmetic

of Abelian extensions of K with rami�cation controlled by m.

Recall from algebraic number theory the notion of the conductor of an ex-

tension L=K. It is given by

f0 =
Y
p

pnp;
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where np 2 N0 is given by a local condition at p. More precisely we have

np > 0 exactly if �Kp is a norm locally at p in the extension Lp=Kp. Hence

f0 contains exactly those primes p which ramify in L=K.

Let f1 be the set of real places of K rami�ed in L. We de�ne the conductor

of L=K to be the modulus f(L=K) = f0f1.

De�nition 5.2.1 Let L=K be an Abelian extension and m a modulus of K.

Then m is called suitable for the extension L=K if m is a multiple of the

conductor f of L=K.

Now we de�ne a group homomorphism from Im (the group of fractional ideals

coprime to m), to the absolute Galois group G of L=K. More precisely for

a =
Y
pja

pvp(a)

we de�ne the Artin map to be

ArtL=K(a) =
Y
pja
�
vp(a)
p

where �p denotes the Frobenius at p inside G as usual.

Theorem 5.2.2 (Artin reciprocity) The Artin map is a surjective group

homomorphism from Im to G. Moreover the kernel of the Artin map Am(L=K)

is a congruence subgroup modulo m, hence the Artin map can be viewed as a

surjective map from Clm to G.

The fundamental equivalence of studying the structure of Clm(K) and of

studying Abelian extensions of K is now given by the celebrated Tagaki

Existence theorem

Theorem 5.2.3 If (m1; Am1(L1=K)) � (m2; Am2(L2=K)), then L1 and L2

are K{isomorphic.

Conversely, given any congruence subgroup (m; C) then there exists an Abelian

extension L=K, unique up to K{isomorphism, such that m is a suitable mod-

ulus for L=K and C = Am(L=K).

The arithmetic properties of the Abelian extension L=K corresponding to

(m; C) are as follows:
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Theorem 5.2.4 The Artin map induces a canonical isomorphism from Clm=C

to Gal(L=K).

The conductor f = f(L=K) of the Abelian extension is equal to the conductor

of the corresponding congruence subgroup.

The places of K that ramify in L are exactly the divisors of f.

Thus we see that the existence of an extension of K of degree l which is

rami�ed exactly at one place p is completely determined by the structure of

the ray class group modulo m = pm1.

Therefore global class �eld theory establishes the existence of a global exten-

sion with prescribed rami�cation, or more precisely gives criteria to determine

whether such an extension exists.

We can now return to the question we want to address, namely how to relate

the invariant at rami�ed places with the invariant at other places. As we

pointed out before, this can be done using the local-global principle coming

from the Hasse{Brauer{Noether theorem.

However in order to make this explicit we now need to examine the possi-

bilities we have to describe the local properties of the Galois group of the

extension L=K contained in the ray class �eld Km=K.

As before, let � denote a generator of the global Galois group Gal(L=K), for

q unrami�ed in L=K denote the Frobenius automorphism by �q. De�ne fq

by �fq = �q.

Recall again that the existence of a global �eld extension L=K of degree l

implies that there is a relation coming from a global cyclic algebra (L=K; �; a)

of the form X
p rami�ed

invp(a) +
X

qunrami�ed

fqvq(a) � 0 mod l:

The approach of the last section was to restrict the rami�cation to one place

and to try to eliminate all places of large norm.

We now propose to do the following:

1. Establish the existence of an extension of degree l rami�ed at p.
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2. Fix a set Q of (unrami�ed) primes q of K.

3. Generate relations of the formX
p rami�ed

invp(a) +
X

qunrami�ed;q2Q
fqvq(a) � 0 mod l:

4. Solve the resulting homogeneous system of linear equations for the

invp(a) and the fq.

It should be worth noticing at this point that in performing these computa-

tions we actually solve two problems at once:

� We provide algorithms for the computation of discrete logarithms in

�nite �elds.

� These algorithms will also compute discrete logarithms between a �xed

generator � and Frobenius automorphisms �q inside the Galois group

of certain sub�elds of ray class �elds.

� The theory of Brauer groups shows that describing the Galois group of

ray class �elds is intimately linked to solving the discrete logarithm in

�nite �elds.

We will now examine two cases in which the global class �eld theory is

especially well understood, namely the cases of the rationals K = Q and of

imaginary quadratic �elds K = Q (
p
D); D < 0.
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Chapter 6

Two Examples

6.1 The Case K = Q

The global class �eld theory of Q is completely determined by the celebrated

theorem of Kronecker and Weber:

Theorem 6.1.1 (Kronecker{Weber) Every Abelian extension K=Q of Q

is contained in a suitable cyclotomic extension Q (�n)=Q .

The following lemma shows why this theorem is of special interest for us:

Corollary 6.1.2 There exists an Abelian extension K=Q of degree l rami�ed

exactly at p i� ljp� 1 holds. If it exists it is uniquely determined.

Proof: Obviously the fact that K is rami�ed exactly at p implies that for

each cyclotomic extension Q (�n) containingK we have that pjn. Hence Q(�p)
is the smallest cyclotomic extension containing K. The extension Q(�p) over

Q has degree p�1 hence there exists an intermediate �eld of Q (�p) of degree

l over Q i� ljp� 1 holds.

Since Q (�p)=Q is Galois and (Z=pZ)� is cyclic K is uniquely determined. 2

Note that therefore Q(�p) is the ray class �eld of Q for the modulusm = (p)1,

since Q has one real embedding. Also we see that the ray class group is iso-

morphic to (Z=pZ)� = Gal(Q(�p)=Q). Note that in this case the cardinality

of the ray class group is given by �((p)), since the units of Z are just f+1;�1g,
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therefore Um(Q ) = f+1g and hence [U(Q ) : Um(Q)] = 2, which cancels out

with the contribution from the real embedding in (5.2).

Hence we know how to compute an extension of Q of prime degree l which

is rami�ed exactly at p:

consider the extension Q(�p) over Q , set h�i = Gal(Q (�p=Q)) and consider

the �xed �eld K of h�li inside Q(�l).
Thus we have ascertained the existence of an extension of degree l rami�ed

exactly at one place. However our task was not only to construct such an

extension but also to describe its Galois group locally at all unrami�ed places.

We will do this by studying the relative Brauer group Br(K=Q).

Let K=Q be an extension of degree Grad l rami�ed exactly at p. Let h�i =
Gal(K=Q) = G be the Galois group of K=Q , consider a global algebra A of

the form A = (K=Q ; �; a).

If a can be factored in the form a =
Q
qnq the theorem by Hasse{Brauer{

Noether leads to a relation of the form

invp(a) +
X
q 6=p

fqnq � 0 mod l: (6.1)

We now have to choose a suitable set Q of unrami�ed primes which we allow

in (6.1). More precisely we have to �nd a way to control the primes occur-

ring in the factorization of a, since otherwise each new equation is likely to

introduce new indeterminates to the system. The easiest way to handle this

problem is to restrict our attention to relations of the form (6.1) contain-

ing only terms related to small primes. Hence the notion of smoothness of

natural numbers comes up in a natural way.

We now note the following similarity between the algorithm we proposed and

a classical algorithm from computational number theory which also makes

use of the smoothness property:

Fix a generator g of the multiplicative group F�p . Note that a =
Q
qnq can

be viewed as an element of F�p via the natural reduction map. Hence we can

consider the logarithm of a to the basis g, which is de�ned to be the uniquely

determined natural number x mod p� 1 such that a � gx mod p holds.
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Write x = logg(a). Obviously we have that logg(ab) = logg(a) + logg(b).

Hence the factorization a =
Q
qnq leads to the equation

logg(a) � logg(
Y

qnq) �
X

logg(q
nq) �

X
nq logg(q) mod p� 1;

hence

logg(a)�
X

nq logg(q) � 0 mod p� 1: (6.2)

Observe the total similarity between (6.1) and (6.2). Indeed, (6.1) can be

recovered from (6.2) by reducing equation (6.2) modulo l (this is possible

since we assumed that lj(p� 1)).

Hence the proposed method to compute the local properties of the Galois

group of K=Q has reproduced the classical index calculus algorithm to com-

pute discrete logarithms in prime �elds Fp (see [COS86]). We brie
y recall

this algorithm.

Starting with an element x of F�p we want to compute the discrete logarithm

logg(x). In order to do this we compute xexp for random exp and lift this to

xexp 2 Z. If this lift is smooth of the form

xexp =
Y
q2S

qnq ;

we obtain a relation of the form

exp � logg(x) =
X
q2S

nq logg(q) mod p� 1:

If we collect enough relations of this sort we can solve the resulting system

of linear equations for logg(x) and logg(q).

In the case of Brauer groups we can proceed exactly like this, a smooth lift

leads to a relation

exp � invp(x) +
X
q2S

nqfq � 0 mod l:

So instead of computing logg(x) and logg(q), we compute invp(x) and fq.

Algorithm 1 Computation of local properties of K=Q

Input: x 2 Fp

Output: invp(x),fq
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1. A := [0]

2. x := lift of �0 to F
�
p

3. while Rang(A) < jSj � 1 do exp := random element of [1; p � 1]

xexp = lift of xexp toZ

if smooth(xexp) then Relation = (exp,factorization(xexp))

A := Include(A;Relation) end while

4. vector:=element of Ker(A)

5. Output vector

Note that in order to compute the discrete logarithm of y with respect to

x in the cyclic subgroup of order l inside F�p we simply need to compute

invp(y) and invp(x) and we can do so by lifting xexp1yexp2 to Z and storing

the smooth relations obtained from this for random exp1 and exp2.

We can then obtain invp(x) and invp(y) by computing a vector in the kernel

of the resulting relation matrix. We need to assume that the matrix has

maximal rank in order to be sure to obtain non trivial values for invp(x)

and invp(y) from the one vector we compute. The discrete logarithm is then

obtained via computing

invp(y)=invp(x) mod l:

The complexity estimates found in [COS86] also apply to the problem of

computing local properties of the Galois group of K=Q . More precisely we

obtain the following:

Theorem 6.1.3 Consider an extension K=Q of degree l rami�ed exactly at

p such that lj(p�1). Let � be a generator for the Galois group of K=Q . Then

the computation of the exponents fq such that �fq equals the Frobenius �q at

q for q � Lp(
1
2
; �) for � 2 R+ has heuristic complexity

Lp

�
1

2
; � +

1

�
+ o(1)

�
:

Here L denotes the complexity theoretic function given by

LN(�; �) = exp(�(logN)�(log logN)1��):
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Note that we need not consider any primes q in the relation (6.2) for which

we have ljlogg(q) if we are interested in computing the fq. This corresponds

to the case that q splits completely in K=Q :

We know from the decomposition law for cyclotomic �elds that the order of

the residue class �eld of q is given by the order of q mod p� 1. Hence q splits

completely in K=Q i� this order is prime to l. But this means that lj logg(q).
Since we solve a homogeneous system of equations the solution is only deter-

mined up to multiplication of a scalar from F�l .

This re
ects the fact that we have not �xed a generator � of the Galois group

Gal(K=Q) and that �i for 1 � i � l � 1 is also a generator.

6.2 Example

Consider the extension of degree 37 of Q which is rami�ed exactly at p =

1015 + 37. Therefore the computation of the local properties of Gal(K=Q )

corresponds to solving discrete logarithms in the cyclic subgroup of order

37 in F�p where p = 1015 + 37. In order to check the correctness of our

computations we compute a discrete logarithm as well as the exponents fq

for the primes up to 1009. Hence consider the elements x0 = 23 and x1 =

57 of Fp , these can be viewed as liftings of the 37{th roots of unity �0 =

627390197251587 and �1 = 312088005699472 to Fp .

As factor basis S we choose the �rst 169 primes up to 1009 and search for

elements 23k157k2 in F�p for which the lifts to Z factor over S (here n1 and

n2 are random numbers from the interval [1; p]). After collecting 200 smooth

lifts it turned out, that three primes can be eliminated from the factor basis

since they did not appear in any of the relations. Furthermore the prime 743

can be eliminated since it splits completely in the cyclic extension K=Q of

degree 37 rami�ed exactly at p. The relation matrix built from 200 columns

of the form X
qi2S

nifi + k1invp(�) + k2invp(�
n) = 0 (6.3)

in 167 indeterminates turned out to have rank 166. The kernel of the matrix

is generated by the vector
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(1; 8; 31; 20; 32; 18; 23; 7; 29; 25; 5; 36; 11; 12; 7; 9;

14; 32; 4; 14; 27; 14; 35; 35; 12; 34; 5; 27; 19;

17; 17; 15; 15; 20; 22; 16; 2; 33; 15; 35; 26; 34;

34; 6; 23; 4; 5; 12; 11; 33; 33; 29; 10; 33; 30; 15; 1;

3; 2; 5; 20; 28; 6; 28; 3; 20; 9; 29; 23; 18; 30; 26; 20;

4; 6; 24; 1; 27; 9; 17; 14; 25; 14; 7; 13; 13; 2; 19; 13;

6; 9; 21; 4; 31; 1; 27; 23; 18; 24; 19; 4; 12; 29; 13; 27;

10; 7; 14; 5; 28; 1; 31; 14; 2; 28; 28; 4; 35; 15; 31; 19;

6; 19; 9; 10; 2; 5; 12; 36; 34; 24; 34; 10; 8; 30; 28; 11;

35; 11; 33; 26; 34; 25; 24; 1; 21; 34; 27; 18; 7; 9; 26; 25;

19; 29; 2; 15; 30; 26; 3; 5; 22; 17; 13; 21; 8; 22)

The two last entries correspond to the two invariants. Since we have 22=8 =

12 in Z=37Z, the solution of the discrete logarithm is 12. Indeed we have

62739019725158712 = 312088005699472

in F1015+37.

6.3 The Case of Imaginary Quadratic Fields

We now turn to the simplest example of number �elds, namely quadratic

extensions of the rationals. Here, the case of imaginary quadratic �elds is

especially easy.

Theorem 6.3.1 Let K = Q(
p�D) with D > 0, D squarefree and D 6=

�1;�3 be an imaginary quadratic �eld. Let m be a modulus associated to the

ideal a. Then the order of the ray class group modulo m is given by

hm(K) = h(K)
�(a)

2
: (6.4)

Proof: Since K is imaginary quadratic, K does not have a real embedding,

hence no real places. Also, the group of units of oK is equal to f+1;�1g.
Hence the the index of Um(K) in U(K) is equal to two. 2

Corollary 6.3.2 Let p be a prime ideal of K. Assume that ljNK=Q(p) � 1

with l 6= 2 prime. Also assume that (l; h(K)) = 1. Then there exists an

extension L=K rami�ed exactly at p.
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Note that the assumption (l; h(K)) = 1 is needed in order to assure that we

obtain an extension which is not contained in the Hilbert class �eld of K and

hence would be unrami�ed.

Fix an extension of degree l over K rami�ed exactly at a prime p, set

Gal(L=K) = h�i. Again we want to describe Gal(L=K) locally, that is

�nd the relation between � and �q for a prime q of K which is inert in L=K.

We can make use of the arithmetic of K=Q in order to get information about

the exponents fq we are interested in:

Consider the global cyclic algebra (L=K; �; q) where q is a rational prime,

which leads to a relation

invp(q) +
X
qjq

fq � 0 mod l:

But invp(q) corresponds to the local cyclic algebra (Lp=Kp; �; q), where q now

has to be viewed in k�p =k
�l
p ' F�p2=F

�l
p2 .

Assume that q is trivial in this quotient, hence we have invp(q) � 0 mod l.

From this it follows that fq1 � �fq2 mod l if q splits in K or fq � 0 mod l if

q is inert. Hence we get

Lemma 6.3.3 Assume that q is inert in K=Q ,i. e. (q) = q. Then we have

fq = 0 if the order of q in kp is prime to l.

Assume that q splits in K=Q , i. e. q = qq, then we have fq � �fq mod l
exactly if the order of q in kp is prime to l.

Corollary 6.3.4 Assume that ljp+ 1. Then we have:

fq = 0 if qoK = q.

fq � �fq mod l if qoK = qq.

6.3.1 The Case of ljp+ 1

In this case we can make use of Corollary 6.3.4 in when describing the Galois

group Gal(L=K) locally.

Consider the relation coming from the algebra (L=K; �; a) for a 2 K. Write

aoK =
Y

q inert

qmq

Y
q split

qnqqnq;
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hence

invp(a) �
X

q inert

fqmq +
X
q split

(qnq + qnq) mod l: (6.5)

Due to Lemma 6.3.3 we know that we have fq � 0 mod l for q inert in K.

Furthermore, due to Lemma 6.3.3 in the situation q = qq in K it is enough

to compute fq since then fq is also known.

Therefore we can modify a relation of the form

invp(a) +
X

q inert

fqmq +
X
q split

(fqnq + fqnq) � 0 mod l (6.6)

by

� Removing all inert primes.

� Replacing fqnq + fqnq by fq(nq � nq).

Thus (6.6) can be rewritten in the form

invp(a) +
X
q split

(fq(nq � nq)) � 0 mod l:

Again this computation reproduces an algorithm for computing discrete log-

arithms, now in F�p2 originally proposed by ElGamal in [ElG85]. However we

can modify this algorithm, since instead of using all the split primes up to a

certain norm, we use only one prime from each pair.

Here is an overview of the algorithm:

Algorithm 2 DL in cyclic subgroup of order l in Fp2 , ljp+ 1.

Input: Q(
p�D), D square free, D 6= �1;�3. a; b 2 Fp2

Output: n such that (a(p
2�1)=l)n = b(p

2�1)=l.

1. Generate rational factorbase Srational of rational primes p � B.

2. Generate algebraic factorbase Salgebraic containing one prime ideal

q of the the decomposition q = qq for rational q that splits in

K.

3. Compute x = anabnb in Fp2 .
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4. Lift x to an element x in K.

5. If NK=Q(x) is B-smooth, factor

xoK =
Y

sinert

s
ns
Y

qsplit

q
nqq

nq

.

6. Store relation (na; nb; nq � nq)q2Salgebraic.

7. Once enough relations are collected (> jSalgebraicj + 2), build the

relation matrix A.

8. Compute v = ker(A).

9. Output v2=v1 mod l.

Although the rational factorbase Srational contains all primes up to B, the

algebraic factorbase Salgebraic is generated from Srational by omitting all inert

primes (one half of the primes in Srational) and by selecting only one of the

two prime ideals lying over a split rational prime q. Hence the algebraic

factorbase has exactly half the size of the rational factorbase which means

that:

1. We only have to �nd halve as much relations in order to obtain a

relation matrix of maximal rank.

2. The linear algebra becomes easier since the resulting matrix is consid-

erably smaller. If we assume the complexity of the linear algebra to be

quadratic in the size of factorbase, this would give a factor of four.

ElGamal gives the following complexity estimate which also carries over to

our modi�cation.

Theorem 6.3.5 Let K be an imaginary quadratic �eld K = Q(
p�D), let

p be the prime ideal lying over the inert rational prime number p, assume

ljp+ 1.

Let L=K be the extension of K of degree l rami�ed exactly at p, let � be

a generator of Gal(L=K). Then the computation of the exponents fq such

that �fq equals the Frobenius �q at q, where the norm of q is bounded by

Lp(1=2;
p
4=3) has heuristic complexity

Lp(1=2;
p
48 + o(1)):
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6.3.2 Example

As an example consider the discrete logarithm inside the cyclic subgroup of

order 19 insider F1512 . We use the global number�eld K = Q(
p�31) which

has class number h(K) = 3. Since 19j151+1 we can use the above mentioned

modi�cations.

As factorbase S we choose the primes q2;1; q5;1 and q7;1 lying above 2; 5 and 7

respectively. We want to solve the discrete logarithm problem in the subgroup

of order 19 given by the two 19{th roots of unity related to 3z+1 and 40z+80,

where z denotes a root of x2 +31 over F1512 .We collect the following smooth

relations:

(3z + 1)1 = (3z + 1) and (3
p�31 + 1)oK = p12;1p

2
2;2p

1
5;1p

1
7;1

(3z + 1)156 = (6z + 102) and (6
p�31 + 102)oK = p62;1p

2
2;2p

1
3p

1
5;1

(3z + 1)170 = (128z + 128) and (128
p�31 + 128)oK = p112;1p

8
2;2

(3z + 1)181 = (12z + 116) and (12
p�31 + 116)oK = p32;1p

6
2;2p

1
5;2p

1
7;1

(3z + 1)253 = (12z + 52) and (12
p�31 + 52)oK = p32;1p

7
2;2p

1
7;2

Using the described modi�cations we obtain the following system of linear

equations mod19:

invp(3z + 1)� f2 + f5 + f7 � 0 mod 19

156invp(3z + 1) + 4f2 + f5 � 0 mod 19

170invp(3z + 1) + 3f2 � 0 mod 19

181invp(3z + 1)� 3f2 � f5 + f7 � 0 mod 19

253invp(3z + 1)� 4f2 � f7 � 0 mod 19

As a solution we obtain invp(3z + 1) � 1; f2 � 13; f5 � 1; f7 � 11 mod 19.

Now since

(40
p�31 + 80)oK = p32;1p

3
2;2p

2
5;1p

1
5;2p

1
7;2

From this smooth factorisation we obtain the relation invp(40z+80)+f5�f7 �
0 mod 19, which gives invp � 10 mod 19. Hence the solution of the discrete

logarithm problem should be 10.

In order to check this the two 19{th roots of unity associated to 3z + 1 and

40z + 80 are 136z + 24 and 69z + 36, indeed we have that

(136z + 24)10 = 69z + 36
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as claimed.

Note that although the class group of the global number�eld we used is non

trivial,we were able to obtain our relations without considering any obstruc-

tion problems.

6.3.3 The Case of ljp� 1

While the case of ljp+1 can only appear in the case, that p is inert in K=Q ,

the case that ljp�1 can be realized either with an inert or with a split prime

p.

Consider �rst the case that p is inert, poK = p.

In this situation we have to include both inert and split primes in the algebraic

factor base since we cannot use Lemma 6.3.3.

Hence from the global algebra (L=K; �; a) where L=K denotes the extension

of degree l inside the ray class �eld belonging to p we obtain relations of the

form

invp(a) +
X

q inert

fqvq(a) +
X
q split

fqvq(a) + fqvq(a) � 0 mod l:

Since exactly one half of the elements in Srational will be inert in L=K and the

other half will split in L=K, Salgebraic will be of the size N = 3=2jSrationalj.
Hence we do not obtain an advantage for computations in F�p , if we use this

method.

Now consider the situation that p = p1p2, i. e. p splits in K=Q , meaning that

f(x) = x2 +D splits in the factors (x� x1)(x� x2) mod p. Note that when

� denotes a global root of f(x) generating K=Q , the global element a + b�

with a; b 2 Z corresponds to the local element a + bx1 and a + bx2 in the

residue class �elds of p1 and p2 respectively.

Let L=K be the ray class �eld of modulus m = p1, hence L=K is rami�ed

exactly at p1. Then the relation coming from the global algebra (L=K; �; a+

b�) looks like this:

invp1(a+ bx1) +
X
q 6=p1

fqvq(a+ b�) � 0 mod l: (6.7)

59



6.3. THE CASE OF IMAGINARY QUADRATIC FIELDS 60

Assume that both a + bx1 as well as a + b� are smooth meaning that the

norm of a + b� is smooth with respect to an algebraic factor base S2, and

a+bx1 2 Fp can be lifted to a smooth element of Z with respect to a rational

factor base S1. Set

a+ bx1 =
Y
q2S1

qnq ; a+ b� =
Y
q2S2

qnq:

Then the relation (6.7) can be rewritten in the formX
q2S1

nqinvp1(q) +
X
q2S2

fqvq(a+ b�) � 0 mod l:

Our task is now to search for pairs (a; b) 2 Z2 such that both a + bx1 and

a + b� are smooth. If we have collected enough of these pairs, we can solve

the resulting system of relations of type (6.3.3) both for invp1(q); q 2 S1 and
fq; q 2 S2.
But this is exactly the situation of the generalization of the so called Gaussian

integer sieve, which is one of the most e�ective method known for solving

the discrete logarithm problem in prime �elds Fp (see for example [eur98,

171{183]) .

Furthermore the proposed method is valid even in the case of non trivial

class number. We will look at this phenomenon in greater detail in the next

chapter.

Therefore we have demonstrated, that the classical index calculus approach

as well as the more re�ned approach of the Gaussian integer method can

both be interpreted as calculating local invariants of the Galois groups of ray

class �elds of certain number �elds.
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Chapter 7

Global Cyclic Extensions with

Several Rami�ed Primes

In the preceding chapters we linked the arithmetic of extensions rami�ed

exactly at one prime p with the arithmetic of the underlying residue class

�eld of p. It is a natural question to ask what happens if we allow more than

one rami�ed prime.

We restrict this to the case of cyclic extensions of the rationals Q . Therefore

we study the relation between sub�elds L of the ray class �eld K=Q rami�ed

at the primes p1; : : : ; pn and the arithmetic of the �nite �elds Fpi respectively.

First we have to establish the existence of such an extension. Recall that

by Kronecker{Weber (Theorem 6.1.1) an extension of Q of degree l rami�ed

at p exists exactly in the case that lj(p � 1). More generally the extension

Lp1;::: ;pn=Q of degree l rami�ed exactly at p1; : : : ; pn has to be contained in

Q(�p1 �p2���pn).

Assume that Lp1;::: ;pn�1=Q is an extension of degree l rami�ed exactly at

p1; : : : ; pn�1 and Lpn=Q of degree l is rami�ed at pn. Then Lp1;::: ;pn�1Lpn=Q

is Galois of order l2 over Q . Fix a subgroup H of G = Gal(Lp1;::: ;pn�1Lpn=Q )

of order l such that the �xed �eld L of H is contained neither in Lp1;::: ;pn�1

nor in Lpn . This is possible since G has exactly l + 1 distinct subgroups

of order l. Then L has to be rami�ed exactly at p1; : : : ; pn. Thus we have

shown inductively the existence of a Galois extension of degree l rami�ed at

prime pi such that lj(pi � 1).
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Again we want to study the local{global relation coming from a global algebra

of the form (L=Q ; �; a) for a 2 N . Assume that a has the factorization

a =
nY
i=1

pmi
i

Y
q2S

qnq

then we obtain a relation of the form

nX
i=1

invpi(a) +
X
q2S

fqnq � 0 mod l:

Note that due to the rami�cation properties of L=Q we now allow elements

from a factor base S as well as the rami�ed primes pi in the factorization of

a.

We observe that again the knowledge of the exponents fq relating the gen-

erator � to the Frobenius automorphism �q at q is equivalent to obtaining a

relation between discrete logarithm problems in F�pi for i = 1; : : : ; n.

First consider the non{cryptographic case that all primes pi are small (mean-

ing the discrete logarithm problem in all the �elds Fpi is easy to solve).

Fix a factorbase S of rational primes q, our aim is to compute the fq. Consider

a global algebra (L=Q ; �; a0) where a0 has the factorization

a0 =
nY
i=1

p
m0;i

i

Y
q2S

qn0;q :

This leads to the relation

nX
i=1

invpi(a0) +
X
q2S

fqn0;q � 0 mod l: (7.1)

Suppose a1 2 N has the factorization

a1 =
nY
i=1

p
m1;i

i

Y
q2S

qn1;q

The relation induced by a second algebra (L=Q ; �; a1) will contain factors of

the form fqn1;q as well as terms of the form invpi(a1). The crucial observation
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is now that these invariants invpi(a1) can be related to invpi(a0) as follows:

First note that

invpi(a1) = invpi(
Y
j 6=i

p
mj

j

Y
q2S

qn1;q)

since in the local extension Lpi=Q pi the prime element pi is a norm.

Now we have invpi(a1) = ninvpi(a0), where n is the solution to the discrete

logarithm problem

(
Y
j 6=i

p
m1;j

j

Y
q2S

qn1;q)(pi�1)=l = ((
Y
j 6=i

p
m0;j

j

Y
q2S

qn0;q)(pi�1)=l)n

in the l{th roots of unity inside F�pi .

Using this approach, we need not search for relations:

Prescribe any exponents nq for primes q 2 S thus obtaining

a =
Y
q2S

qnq :

Then relate the invariants of a at the rami�ed places pi to relation (7.1) by

solving the discrete logarithm problems in the �elds Fpi . Thus the complexity

of this calculation is determined by the complexity of solving the discrete

logarithms in F�pi and from the following linear algebra. Hence we see that

the complexity will be dominated in a subexponential way by the largest

prime rami�ed in L=Q .

What happens if we turn to the cryptographic interesting situation, namely

that pn (say) is so large that computing discrete logarithms in F
�
pn is no longer

possible?

Obviously we cannot choose arbitrary elements

a =
nY
i=1

pmi
i

Y
q2S

qnq

any longer in order to generate relations, since we now have to control the in-

variant invpn at the rami�ed place pn without computing discrete logarithms.

But by computing random powers of an element of Fpn we can generate

smooth relations while also controlling the invariant at pn:

Fix x 2 F�pn related to a l{th root of unity in F�pn . Compute x
exp for random
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exponents 1 � exp � Order(x). Let xexp be a lift of xexp to Z. We now keep

the lift xexp if it factors in the form

xexp =
nY
i=1

pmi
i

Y
q2S

qnq :

Assume we look at two lifts

xexp0 =
nY
i=1

p
m0;i

i

Y
q2S

qn0;q

and

xexp1 =
nY
i=1

p
m1;i

i

Y
q2S

qn1;q

with relations

exp0invpn(x) +
n�1X
i=1

invpi(x
exp0) +

X
q2S

fqn0;q � 0 mod l

and

exp1invpn(x) +
n�1X
i=1

invpi(x
exp1) +

X
q2S

fqn1;q � 0 mod l

respectively, we again can compute the dependency between invpi(x
exp1) and

invpi(x
exp0) by computing discrete logarithms in F�pi now for i = 1; : : : ; n�1.

Thus we are able to produce relations involving exactly jSj + n terms as

long as the computation of discrete logarithms in Fpi for i = 1; : : : ; n� 1 is

feasible.

The complexity of this approach will be determined by

� the complexity of �nding smooth relations

� the complexity of solving the discrete logarithms in F�pi for i = 1; : : : ; n�
1.

� the complexity of solving the resulting system of linear equations.

How does this situation compare to the computation of discrete logarithms

in F�pn using an extension with just one rami�ed prime?
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Here we have to compare the suggested approach in the case of several ram-

i�ed primes with the following modi�ed version of our algorithm in the case

of one rami�ed prime:

Instead of searching for relations involving primes below a certain bound B we

also allow some extra primes pi; i = 1; : : : ; n�1 to occur in the factorizations

of the lifts. Having collected enough relations of this sort, we then solve for

the fq; q 2 S and the fpi; i = 1; : : : ; n� 1.

Hence we see that

� In both algorithms a relation is kept, if it involves small primes less than

B and some extra primes pi. Hence the same smoothness condition

holds in both algorithms.

� Since both types of relations contain n+ jSj unknowns, the number of
operations in order to solve the resulting linear algebra problem will

we be the same.

� Using just one rami�ed prime, we do not need to compute any discrete

logarithms in the �elds Fpi .

Hence if we are only interested in computing discrete logarithms in Fpn , we

do not gain an advantage by allowing more than one prime to ramify.
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Chapter 8

Constructing Global l{th

powers and the DL problem

8.1 Introduction

We now review some ideas relating the construction of l{th powers in number

�elds to the discrete logarithm problem in �nite �elds ([AD93],[Sch93],[Sch99])

and then proceed to show how Brauer groups can be used in some instances

to simplify this approach.

As a motivation consider the discrete logarithm problem in the cyclic sub-

group of order l inside the multiplicative group of the prime �eld F�p . Suppose

we are given elements a and b associated to l{th roots of unity �a and �b. In

order to compute the discrete logarithm between �a and �b, we can proceed

as follows:

Generate random pairs r; s and compute c � arbs mod p. Store the triple

(r; s; c) if the lift of c to N factors over a factor base S. Now if we generate

suÆciently many such triples (ri; si; ci)i=1;::: ;z, we can �nd elements e1; : : : ; ez

such that
zY

i=1

ceii = xl

for some integer x. Indeed consider the factorizations ci =
QjSj

j=1 p
nj;i
j , this
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gives

zY
i=1

ceii =
zY

i=1

(

jSjY
j=1

p
nj;i
j )ei =

zY
i=1

jSjY
j=1

p
nj;iei
j

=

jSjY
j=1

zY
i=1

p
nj;iei
j

=

jSjY
j=1

p
Pz

i=1 nj;iei
j :

Now this is an l{th power exactly if
Pz

i=1 nj;iei � 0 mod l for all j, where

j = 1; : : : ; jSj.
Hence we have to �nd a non trivial solution to the system of linear equations

n1;1e1 + n1;2e2 + � � �+ n1;zez � 0 mod l
...

...
...

njSj;1e1 + njSj;2e2 + � � �+ njSj;zjez � 0 mod l:

If we have obtained enough smooth lifts, that is if we have z > jSj, a non-

trivial solution exists, and we can �nd it by linear algebra modulo l.

Thus we obtain that

akabkb � xl mod p

where ka =
Pz

i=1 eiri and kb =
Pz

i=1 eisi and x is an element of F
�
p . Note that

the solution to the discrete logarithm problem is now given by �ka=kb mod l
assuming that kb is invertible modulo l.

Now consider what happens if we want to generalize this idea to the more

general case of extension �elds Fpn .

Let K be number �eld of degree n over Q , let p be an inert prime in K

meaning poK = p. We can then represent Fpn as oK=poK, where oK is the

ring of integers in K.

Assume that we are given a and b in Fpn . We want to solve the discrete

logarithm associated to the two l{th roots of unity �a and �b de�ned by

a(p
n�1)=l and b(p

n�1)=l (assuming l divides pn � 1).

Again we generate random pairs r; s and compute c = arbs in Fpn . Now note

that due to the isomorphism oK=poK ' Fpn we can lift c to an element of
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oK. We keep the triple (r; s; c) only if coK factors over a factorbase S of

(algebraic) primes of K.

Assume we are able to �nd enough of these triples, i. e. (ri; si; ci)i=1;::: ;z.

Again we are able to compute integers ei such that

(
zY
i=1

ceii )oK = I l

where I denotes some ideal of oK. But now we can not apply the same

argument as in the case of prime �elds above, since the ideal I need not be

a principal ideal.

Thus we are lead to consider the following number theoretical problem:

De�nition 8.1.1 Set

Vl = f� 2 Kj vp(�) � 0 mod l 8 pg:

Then the problem to decide whether an element in Vl=K
�l ss trivial is called

obstruction problem.

If we want to use the following algorithm 3 in order to solve the discrete

logarithm problem in the �nite �eld Fpn , we have to �nd a way to deal with

the obstruction problem.

Algorithm 3 Computing the DL in cyclic subgroups using l{th powers.

Input:

�nite �eld Fpn , number �eld K, surjection � : oK ! Fpn , a; b 2 �l(Fpn ).

Output: m such that am = b.

1. Choose a factorbase of (algebraic) primes S.

2. Generate c = asabsb. Lift c to c in oK via �. Keep c if it is S--smooth.

3. Find more than jSj smooth lifts c1; : : : ; cz.

4. Compute ei 2 Z=lZ such that (
Qz

i=1 ci
ei)oK = I l.

5. Decide if (
Qz

i=1 ci
ei) is a l--th power in K.

6. If it is, return (�P eisai)=(
P

eisbi) mod l.
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8.2 Solutions for the Obstruction Problem

In the literature one can �nd two approaches to deal with the obstruction

problem:

The �rst one uses the concept of character signatures ([AD93]), the second

one uses a technique of Schirokauer based on p{adic logarithms ([Sch93,

Proposition 3.10]).

We give a brief overview of the two techniques:

8.2.1 Character Signatures

The concept of character signatures was originally developed in the context

of factoring and was adopted to index calculus by Adleman in [AD93].

Let K be a number �eld. Call an algebraic integer � generating an ideal of

the form I l an l{singular integer with respect to oK.

Let �; � be two l{singular integers, call � equivalent to � (� � �), if there

exist �; � 2 oK such that �l� = �l� . Let G(l) be the group of equivalence

classes of l{singular integers with respect to �. It is a group of exponents

dividing l with identity element I(l) = f�lj� 2 oKg and group operation

[�][�] 7! [��]. Let Cl(K)[l] be the l{torsion inside the class group of K.

Then G(l) can be written in the form

G(l) ' U(K)=U(K)l � Cl(K)[l]; (8.1)

where U(K) denotes the unit group of K.

We now introduce the notion of a character signature:

Consider prime ideals p1; : : : ; pz of oK, elements n1; : : : ; nz 2 oK and � 2 oK .

Assume that (�) + pi = (1) for all i, ljN(pi) � 1 and that ni is a primitive

l{th root of unity in (oK=pi)
�.

Then the character signature of � with respect to < pi; ni > is < e1; : : : ; ez >

where

�(N(pi)�1)=l � neii mod pi:

Assume that K is Abelian over Q , then by Cebotarev it follows that for all

prime ideals pi and c 2 G[l], there exists � 2 oK such that [�] = c and

69



8.2. SOLUTIONS FOR THE OBSTRUCTION PROBLEM 70

(�) + pi = (1).

Given c 2 G(l) and< pi; ni >, de�ne the map � by mapping c to the character

signature of � with respect to the < pi; ni >. The map � is well de�ned on

G(l) and is a group homomorphism

� : G(l)! �z
i=1Z=lZ:

How can these properties be used in order to solve the obstruction problem?

Due to the �niteness of the class number and the fact that U(K) is �nitely

generated we see from (8.1) that G(l) is �nitely generated as well. Let H be

the number of generators of C(l).

Recall that it is reasonably easy to construct l{singular elements (�i)i=1;::: ;H

from the smooth liftings as described above. We now compute the character

signatures �i of the elements �i and �nd elements bi such thatX
i

bi�i �< 0; : : : ; 0 > modl:

Now Adleman argues that it is likely that the map � : G(l) ! �Z=lZ is an

injection implying that these bi are actually the same bi needed in order to

produce an element which is the identity element in G(l). This in turn would

imply that
Q
�bii = Æl for Æ 2 oK. Hence our obstruction problem would be

solved.

Note that you would need to compute rank(G(l)) many liftings in order to

be able to apply this method, instead of just one as proposed in algorithm 3.

8.2.2 Schirokauers Approach

Schirokauer [Sch93] also uses characters to provide a solution to the obstruc-

tion problem. These are de�ned as follows.

Let K be a number �eld. Let l be rational prime which does not ramify in

K. Let

�1 = f
 2 oKjNK=Q(
) 6� 0 mod lg:
For each prime ideal l in oK dividing (l) let �l = j(oK=l)�j and let � be the

least common multiple of the �l. Then for all 
 2 �1


� � 1 mod l:
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Now de�ne �1 : �1 ! loK=l
2oK by

�1(
) = (
� � 1) + l2oK:

For i > 1, let �i = f
 2 �i�1j�i�1(
) = 0g, and let �i : �i ! l2
i�1

oK=l
2ioK

be the function given by �i(
) = (
� � 1) + l2
i
oK. For 1 � j � n, let

fbjl2i�1 + l2
i
oKg be a module basis for l2i�1oK=l2ioK over Z=l2

i�1
Z. Then �i

is given by the maps

�i;j : �i ! Z=l2
i�1

Z

de�ned by the congruence


� � 1 �
nX

j=1

�i;j(
)bjl
2i�1 mod l2

i

:

Since �i(


0) = �i(
) + �(
0) and �i;j(



0) = �i;j(
) + �i;j(

0), these maps

de�ne homomorphisms on the group of units of oK.

For any 
 2 K� and any prime ideal p of oK let ordp(
) be the exponent

to which p divides the fractional ideal generated by 
. Now the relation

between the maps �i and the obstruction problem comes from the following

statement[Sch93]:

Theorem 8.2.1 Let e be a positive integer, let � be the least integer such

that 2� > e. Assume that the class number is not divisible by l and that the

units in oK which are congruent to 1 mod le+1 are le{th powers. Let 
 2 ��

be such that ordp(
) � 0 mod le for all prime ideals p in oK and ��(
) = 0.

Then 
 is an le{th power in oK.

Note that both of the described techniques make use of certain more or less

strong assumptions. We will now show how to avoid the obstruction problem

in certain situations if we apply Brauer group techniques.

The central observation is that we only need to combine the global lifts in

such a way that they generate a l{th power in the �nite �eld k we consider.

Brauer groups provide a technique to decide this from the global information

we have. However we have to assume the existence of an extension of K with

certain properties.
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8.3 Application of Brauer Groups

We make the following fundamental assumption:

Main Assumption:

Assume that there exists a prime ideal p of oK such that k is contained in

the residue class �eld of p. Let Kp be the ray class �eld of K belonging to the

modulus m = p. Suppose that the order of Clm(K) is divisible by l and that

(h(K); l) = 1.

By the assumption we have that ljjGal(Kp=K)j. Since, by de�nition,Gal(Kp=K)

is Abelian, we can �nd a subgroup H of order jGal(Kp=K)j=l, which �xes a

Galois extension L=K of degree l. Since (h(K); l) = 1, this extension has to

be rami�ed at p, since it can not be contained in the Hilbert class �eld of K.

We consider global algebras of the form (L=K; �; a). The following observa-

tion is crucial in this context:

Lemma 8.3.1 Let a 2 K be an element of Vl = f� 2 K�j ljvq(�)8qg. Then
under the assumption made above we know that invp(a) � 0 mod l.

Proof: Consider the relation coming from the global algebra (L=K; �; a). It

is given by

invp(a) +
X
q6=p

fqvq(a) � 0 mod l (8.2)

as we have seen many times before.

Now observe that in (8.2) all terms involving the unrami�ed places q vanish,

since by de�nition a 2 Vl implies that ljvq(a) for all q. Therefore (8:2) reduces
to

invp(a) � 0 mod l;

as claimed. 2

But this means that we can apply the construction described above without

considering the obstruction problem at all.

To see this consider again the element
Qz

i=1 c
ei
i from the preceeding section.

By construction this is an element of Vl, hence the preceding lemma tells us,

that invp(
Qz

i=1 c
ei
i ) = 0. But this can only happen, if the associated element
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in the �nite �eld Fpn becomes trivial in the quotient F�pn=F
�l
pn , hence is a l{th

power. But this means that we have an equation

akabkb = xl

in Fpn , where ka =
Pz

i=1 eiri and kb =
Pz

i=1 eisi. If kb 6� 0 mod l, we have

thus obtained the solution �ka=kb mod l of the discrete logarithm problem.

Note that the methods from this and the preceding chapters di�er signi�-

cantly:

While the preceding chapter described how local properties of the Galois

group of sub�elds of ray class �elds can be used to solve the discrete loga-

rithm problem, this chapter shows that the pure existence of such sub�elds

implies that the obstruction problem is trivial.

However we still need to address the problem of how to ensure the existence of

such a sub�eld. We will give a survey of computational methods to achieve

this in the next section. Furthermore we will also give some theoretical

results.

8.4 Computing the Degree of Ray Class Fields

The task of computing the order of the ray class group given the number

�eld K and a modulus m is a well studied one, there is number theoretic

software available which is especially suited to do this (for example KANT

and PARI). Of course, the strongness of the main assumption we had to

make in order to apply the theory of Brauer groups is closely related to the

complexity of the computations involved.

Recall that the ray class group was de�ned by the exact sequence (5.1)

1! Um(K)! U(K)! (oK=m)
� ! Clm(K)! Cl(K)! 1:

Via this sequence the task of determing the structure of Clm(K) can be

related to determing the structure of U(K) and Cl(K) as well as to making

all these maps e�ectively computable.

More precisely we are only interested in determing the order of Clm(K).

Therefore it would suÆce to compute the order of Cl(K) and U(K)=Um(K).
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The computation of the order of (oK=m)
� can be neglected.

We would even be satis�ed with computing the index of U(K)m inside U(K),

since we only need to satisfy the condition that (h(K); l) which is likely to

be met for a prime l of cryptographic size.

The computation of the index of U(K)m inside U(K) however is a highly

nontrivial task. The only way of solving this problem in the general situ-

ation (see [Coh00, Chapter 4] and here especially [Coh00, 4.5, Exercise 1

and Algorithm 4.1.11]) is to apply general algorithms for computations in

�nite Abelian group which require the groups to be given in Smith Normal

Form (SNF). Especially this means that we need to compute a system of

fundamental units of K. Hence for arbitrary number �elds this can not be

accomplished without reasonable computational e�ort.

8.5 CM �elds and their Ray Class Fields

Since determing whether a given number �eld K has a sub�eld of given order

inside the ray class �eld of modulus m can be a substantial computational

problem, it would be nice to have general results about the degree of the ray

class �eld for a given modulus m.

The main observation is that it will suÆce to give estimates for the index

[UK : UK;m] from above, since this will give bounds for the degree of the ray

class �eld from below.

When searching for examples for such bounds, we made some interesting

observations in the case of cyclotomic �elds. It turned out that these obser-

vations hold in the general case of CM �elds.

We brie
y recall some basic properties of CM �elds.

A number �eld is called totally real if all its embeddings into C in fact lie

in R, it is called totally imaginary if none of its embeddings lies in R. An

element of a totally real �eld is called totally negative, if all its conjugates

are negative.

De�nition 8.5.1 A number �eld K is called a CM �eld if K is a totally

imaginary quadratic extension of a totally real number �eld K+.
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Hence a CM �eld can be obtained from a totally real �eld K+ by adjoining

to K+ the square root of a totally negative element of K+.

Cyclotomic �elds K = Q (�n) are CM �elds, since their maximal real sub�eld

is given by K+ = Q (�n + ��1n ), and K is obtained by adjoining the square

root of �2n + ��2n � 2, which is totally negative, to K+.

CM �elds are especially interesting in our context, since much can be said

about the structure of their unit groups without explicitly computing the

fundamental units:

Theorem 8.5.2 Let K be a CM �eld and let U be its unit group. Let U+

be the unit group of the totally real sub�eld K+ of K. Let W be the group of

roots of unity in K. Then

[U : WU+] = 1 or 2:

Proof: Let �;  : K ! C be two embeddings of K. For � 2 K we want to

show that ��1(�(�)) =  �1( (�)). First note that �(K)=�(K+) is quadratic,

thus it is a normal extension, �(K+) is �xed by complex conjugation. Hence

we have �(K) = �(K). Especially this implies that ��1(�) is de�ned. Now

consider ��1(�) and  �1( ). Both are automorphisms of K and both �x K+

since it is totally real. Hence both lie in Gal(K=K+). But since K is totally

imaginary, neither of them can be the identity. Hence these automorphisms

must be equal, since K=K+ is quadratic.

Therefore we have established the existence of an automorphism ofK induced

by conjugation which is independent of the embedding into C . For an element

� of K it is therefore possible to speak of �. Furthermore, j�j2 = �� is also

independent of the embedding. If " is a unit, then "=" is an algebraic integer

of absolute value 1. But this means that � has to be a root of unity (see

[Was82, Lemma 1.6]).

Thus we can de�ne a map � : U ! W by �(") = "=". Consider the map

 : U !W=W 2 induced by �. Since W is cyclic we have jW=W 2j = 2. Now

we need to compute the kernel of  .

First note that for a totally real unit "1 and a root of unity � we have that

�(") = �(�"1) =
�"1

�"1
= �2;
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since "1 is totally real. Hence " 2 ker( ). Suppose on the other hand that

�(") = �2. Then consider "1 = ��1". From �2 = "=" we see that ��1"

has to be real. Thus ker( ) = WU+. Hence [U : WU+] is bounded by

jW=W 2j = 2. Furthermore, the index is equal to 2 exactly if �(U) = W and

equal to 1 exactly if �(U) = W 2. 2

Corollary 8.5.3 Let K = Q (�pn ). Then [U :WU+] = 1.

Proof: See [Was82, Corollary 4.13].

How can this be used in order to give estimates for the index [U : Um]?

Consider the case m = p, where p is a prime ideal of K lying over an inert

rational prime p. The condition that u is in Up is that vp(u�1) � 1. This can

be reformulated as follows: u has to be an element of the principal p{units

U1
p , which means exactly that u � 1 mod p.

Now assume that K is a CM �eld hence WUK+ has index 1 or 2 in UK .

The Dirichlet unit theorem says that the free part of UK+ is generated by

s = [K : Q ]=2 � 1 fundamental units u1; : : : ; us. Together with the roots of

unity of K these constitute the full unit group of K. Now from the de�ning

condition for Up we see that is enough to estimate the exponent n such that

uni 2 U1
p for all i.

We now use the fact that the fundamental units are de�ned in the totally

real �eld K+. Recall that p lies over an inert rational prime p. This implies

that p will also be inert in K+, let p+ = p \K+.

But then we know that u1+p+p
2+���+pm�1

i 2 U1
p+
, since the global norm of the ui

in K+ is 1, therefore the norm of the image of the ui in the �nite �eld kp+ has

to be equal to 1 as well. But since pjp+ this also implies u1+p+p
2+���+pm�1

i 2 U1
p

or (u1+p+p
2+���+pm�1

i )2 2 U1
p depending on the index of WUK+ in UK.

Let � be a non trivial element of W , then � jW j � 1 mod p. Therefore we

obtain the following estimate:

Theorem 8.5.4 Let K be a CM �eld of degree n, let m = n=2 be the degree

of its maximal totally real sub�eld K+. Let p be a prime ideal lying over an

inert rational prime p. Then we have that

[UK : UK;p] � jW j[UK : WUK+](1 + p+ p2 + � � �+ pm�1):

.
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But this gives the estimate for the degree of the ray class �eldKp over K we

wanted:

Corollary 8.5.5 We have

p2m � 1

lcm(jW j; [UK : WUK+](1 + p+ p2 + � � �+ pm�1))
j [Kp : K]:

Hence assume that (l; h(K)) = 1 and (l; jW (K)j) = 1 and m odd. Then there

exists an extension of degree l over K which is rami�ed exactly at p if

lj(pm�1 � pm�2 + � � �+ 1)

Note that for l of cryptographic size, the conditions (l; h(K)) = 1 and

(l; jW (K)j) = 1 are not very restrictive, since they are very likely to be

satis�ed. Furthermore, the degree of K over Q gives a bound for the size of

jW j, since K has to contain the appropriate cyclotomic �eld.

The following table compares the estimate with the actual degree of the ray

class �eld in the case of the cyclotomic �eld K = Q(�7) by computing the

quotient of the actual degree of the ray class �eld rami�ed at an inert prime

p (computed by KANT) and the estimate 2 � 7 � (p2 + p + 1) (note that in

this case UK =WUK+.

It seems that even with growing p the deviation from the estimate seems to

be bounded.
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Inert Prime Quotient

17 1

19 3

31 1

47 1

59 1

61 13

73 3

89 1

101 1

103 1

131 1

157 3

173 1

199 1

227 1

229 1

241 1

257 1

269 1

271 1

283 1

311 1

313 3

353 1

367 3

383 1

397 1

409 1

439 3

467 1

479 1

509 1

521 1

523 1

563 1

Inert Prime Quotient

577 1

593 1

607 3

619 1

647 1

661 3

677 1

691 1

719 1

733 1

761 1

773 1

787 1

829 3

857 1

859 1

887 1

929 1

941 1

971 1

983 1

997 1

1013 1

1039 1

1069 1

1097 1

1109 1

1123 3

1151 1

1153 3

1181 1

1193 1

1223 1

1237 1

1249 1

Inert Prime Quotient

1277 1

1279 1

1291 1

1307 1

1319 1

1321 1

1361 1

1433 1

1447 3

1459 3

1487 1

1489 3

1531 3

1543 3

1559 1

1571 1

1601 1

1613 1

1627 1

1657 3

1669 1

1697 1

1699 1

1741 3

1753 1

1783 1

1811 1

1823 1

1867 1

1879 1

1907 1

1949 1

1951 1

1979 13

1993 1
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8.6 Application of CM Fields in Index Cal-

culus

We now consider the case that we use CM �elds in order to compute discrete

logarithms in the residue class �elds of these number �elds.

As we have seen before our approach using Brauer groups is especially suited

to compute discrete logarithms in cyclic subgroups. This is of special interest

to cryptography, since the idea of hiding a small subgroup inside the multi-

plicative group of a �nite �eld as originally proposed by Schnorr, features in

several crypto systems (DSA in the case of prime �elds, XTR in the case of

extension �elds).

Consider the case of extension �elds k = Fpn . Here it is important to use a

subgroup that is not contained in a proper sub�eld of k, since otherwise we

loose the security of the larger �eld we work in. Therefore either n should be

prime, or we need to study the factorization of the polynomial xn � 1 over

Z. The second case is exactly what happens in the case of XTR.

We look at the case that n = 2m with m odd. Suppose we can lift k to a

CM �eld K in which p is inert.

Thus we have to consider the factorization of x2m � 1. It is given by

x2m � 1 = (xm + 1)(xm � 1)

= (x� 1)(xm�1 + xm�2 + � � �+ x+ 1)

(x+ 1)(xm�1 � xm�2 + xm�3 � � � � � x + 1):

Consider l prime such that ljp2m � 1. In order to decide whether the cyclic

subgroup C of order l inside F�p2m is contained in a proper sub�eld of Fp2m ,

we have to consider the factors of x2m � 1 separately.

� l must not divide p� 1, since otherwise C would be contained in F�p .

� l must not divide pm�1 + pm�1 + � � � + p + 1, since otherwise l would

divide pm � 1, hence C would be contained in F�pm .

� l must not divide p+ 1, since otherwise l would divide p2 � 1, hence C

would be contained in F�p2 .
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Thus we get

Lemma 8.6.1 Let C be a cyclic subgroup of prime order l, then if C is not

contained in a proper sub�eld of Fp2m we have that

lj(pm�1 � pm�2 + � � �+ (�1)m�1):

We are now ready to apply all our computations to the following situation:

Assume p is inert in the CM �eld K of degree d over Q . Consider the discrete

logarithm in the cyclic subgroup C of order l in Fpd , where C is not contained

in any sub�eld of Fpd . Suppose that (l; h(K)) = 1 and (l; jW (K)j) = 1, where

W (K) denotes the group of roots of unity inside K.

In this situation there exists an extension rami�ed precisely at pjp of de-

gree l, since l satis�es the conditions of Corollary 8.5.5. Thus we can solve

the discrete logarithm in this subgroup using Algorithm 3 with trivial ob-

struction. Thus, the most interesting case from the cryptographical point

of view coincides exactly with the case in which we can apply Brauer group

techniques.

Note that this provides the �rst example of an obstruction free approach to

index calculus while working in number �elds of degree larger than 2 we are

aware of.

Theorem 8.6.2 Let K be a CM �eld of degree d = 2m, let p be a rational

prime inert in K.

Then the discrete logarithm in cyclic subgroups of order l in Fpd , where l sat-

is�es the conditions of Lemma 8.5.5 can be solved using algorithm 3 without

obstruction.

It is especially worth noticing that this technique does not carry over to the

general case of discrete logarithms in the �eld Fpn . It only holds for the

special case of the cyclic subgroup described above.

It should also be noted that the complexity of this obstruction free version

of algorithm 3 will still be Lpn(1=2) as shown in [AD93]. This is due to the

fact that the size of the factor base has to vary in subexponential complexity

Lpn(1=2) in order to guarantee suÆciently many smooth elements.
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8.7 The Number Field Sieve

In order to achieve a subexponential complexity of exponent 1=3 we have

to lift Fpn to a �xed number �eld F and then consider another extension

K=F of degree d depending on both p and n. This is the basic idea of the

number �eld sieve, which was originally invented for factoring integers, but

was adopted to the discrete logarithm problem by Gordon ([Gor93]) and

Schirokauer ([Sch93],[Sch99]).

We give a brief overview of Schirokauers version.

Given Fpn he �rst �nds the smallest prime r congruent to 1 mod n such that

n is prime to (r � 1)=f , where f is the order of p in (Z=rZ)�. Then Q(�r )

has a unique sub�eld F of degree n over Q . Since oF=poF ' Fpn we can use

this isomorphism to lift Fpn to oF .

This is in fact completely analogous to what we did in the preceding section.

Now on top of F a second number �eld K is de�ned. While in the classical

method, the l{th power we seek is constructed only in the number �eld F ,

we now simultaneously compute one l{th power in F and one in K. The

subexponential size of the factorbase is now determined by K.

The advantage in complexity over the classical index calculus is now gained

by de�ning K=F in such a way that the degree d of K=F is given by

d = ((3n)1=3 + o(1))(log p= log log p)1=3:

Then the smoothness bound (and hence the size of the factor base) can be

lowered to

B = Lpn(1=3; (8n=9)
1=3 + o(1));

where in all this estimates n is assumed to be �xed and p varies.

We show that in principle it seems possible to give examples in which both F

and K have no obstruction. However one should note that K is constructed

in a very special way, so it is not quite clear if this construction can be

modi�ed in order to obtain the sort of extension we describe.

Suppose we look at the XTR situation, hence we work in a cyclic subgroup

of order l inside Fp6 , where l divides p
2 � p+ 1.
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Now suppose that K is a CM �eld of degree 6d with d odd and cyclic Galois

group G = h�i. Consider the sub�eld F �xed by �d, it is of degree 6 over Q

and is also a CM �eld (see [Shi97, 18.2. Lemma]).

Assume that p is inert in K=Q , which implies that p is also inert in F=Q .

Therefore we know that the obstruction for constructing a l{th power in K

is trivial, if (h(F ); l) = 1.

From Corollary 8.5.5 we obtain that the degree of the ray class �eld of K

rami�ed at Pjp is divided by p3d+1. But since d is odd we have p3+1jp3d+1.

but (p2�p+1)jp3+1jp3d+1. Hence there exists an extension of degree l over

K rami�ed exactly at P if we assume (h(K); l) = 1. Thus the construction

of l{th powers over K also has trivial obstruction.

Theorem 8.7.1 Let K=Q be a CM �eld which is Galois with cyclic Galois

group of order 2 � 3 � n with n odd. Let F=Q be the CM sub�eld of degree 6.

Assume that p is inert in K=Q and that ljp2 � p+ 1.

Then the construction of l{th powers both in F and in K is without obstruc-

tion, provided that (h(K); l) = 1, (h(F ); l) = 1 and (jW (K)j; l) = 1, where

W (K) denotes the number of roots of unity inside K.

We conclude this discussion by remarking that subexponential algorithms of

complexity Lpn(1=2; c) still play an important role in the theoretical analysis

of discrete logarithms, since at present there is no subexponential algorithm

of exponent 1=3 available if both p and n vary in such a way that

(log p)1=2 < n < (log p)2:

This re
ects the fact that the number �eld sieve method for discrete loga-

rithms has subexponential complexity Lpn [1=3; (64=9)
1=3 + o(1)] as long as

n < (log p)1=2�� when pn !1 with 0 < � = o(1) [Sch99]. The function �eld

sieve, which will be discussed later (see chapter 9), works well for log p < n1=2.

8.8 Extensions with Several Rami�ed Primes

and the Obstruction Problem

In the preceding sections we showed how to overcome the obstruction problem

by proving the existence of a sub�eld of the ray class �eld with exactly one
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rami�ed prime. However as we have seen such extensions need not exist.

We now give some experimental results concerning the existence of such

extensions if we allow more primes to ramify in this extension.

More precise we look at the following:

Consider F=Q of degree n, let K be an extension F . Consider a prime p

lying over p which is inert in F=Q . Thus, F can be considered as a number

�eld lifting Fpn . Consider lj(pn � 1).

Now let P be an prime ideal of oK lying over p. In order to prove the

vanishing of the obstruction for K we would have to prove the existence of

an extension of degree l rami�ed at P over K.

Example:

Let F = Q(�7), let p = 17. Then p is inert in F , consider p = 17oK. We

have 13j(172 � 17 + 1). Since F is a CM �eld, there exists an extension of

degree rami�ed at p.

Now consider F=K given by x2 + �7 + ��17 . It has the equation

x12+2�x11+x10+10�x9+10�x8�10�x7+13�x6�2�x5+20�x4�52�x3+60�x2�32�x+8 = 0

over Q .

p splits into two distinct primes in K: p = P1P2. However, a computation

of the degree of the ray class �eld over K yields that the degree of KPi
over

K is 2.

But if we consider the ray class �eld rami�ed at all primes lying over p instead,

this does contain a sub�eld of order 13. Hence we see that in principle by

switching from one rami�ed prime to several ones it is possible to enforce the

existence of an extension we look for.

In order to make use of this in cryptography, we have to take care that the

extra primes we allow to ramify have considerably smaller norm than p. Of

course we also want that ljNK=Q(q)�1, since we want to enforce the existence
of an extension of degree l inside the ray class �eld. By including primes q

with this property in the modulus, we hope to raise the powers of l in the

enumerator of 5.2. Hopefully the index in the denominator of 5.2 will not

grow in the same way. If this happens we may obtain a sub�eld of order l

inside the ray class �eld.
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Example: Consider F and K as above. Look at the ray class �eld Km

belonging to the modulus m = 53P1 consisting of all the primes lying above

53 in F as well as one prime P1 lying over p = 17oF in K.

We have that the degree of the ray class �eld rami�ed at all primes lying

above 53 has degree

[K53 : K] = 23 � 132 � 4091:
However the degree of Km is given by

[Km : K] = (2) � (13) � (22 � 13) � (22 � 7 � 13 � 409);

where the decomposition in of the Galois group G of Km=K in cyclic sub-

groups is indicated by parentheses.

Especially we see that G contains three cyclic subgroups of order 13. Hence

we know that there exists an extension L=K of degree 13 which is rami�ed

both at P1 and at all primes above 53 (note that K has class number 1, thus

the Hilbert class �eld of K is just K).

Suppose in general that L=K is an extension of degree l rami�ed at P as

well as at prime ideals qi; i = 1; : : :m such that ljNK=Q(qi)� 1, furthermore

NK=Q(qi) is considerably smaller than NK=Q(p).

Suppose we have constructed elements ai; i = 1; : : : ; m+ 1 such that

vq(ai) � 0 mod l for allq unrami�ed:

Then these elements lead to relations

invp(ai) +
mX
j=1

invqj (ai) � 0 mod l:

Using the assumption that NK=Q(qj) is considerably smaller than NK=Q(p) we

can now relate invqj(ai) to invqj (ak) for i 6= k by solving the discrete logarithm

problem de�ned in the l{th roots of unity inside kqj . Let invqj (ak) = nj;k �
invqj(a1).
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Thus we obtain a system of relations

invp(a1) +
mX
j=1

invqj (a1) � 0 mod l

invp(a2) +
mX
j=1

nj;2invqj (a1) � 0 mod l

� � � � 0 mod l

invp(am+1) +
mX
j=1

nj;m+1invqj (a1) � 0 mod l

What happens to this system of equations if we switch from ai to akii ?

Because we deal with invariants at rami�ed places, we simply get invp(a
ki
i ) =

kiinvp(ai) and invqj(a
ki
i ) = kiinvqj(ai).

Thus we get a new system of equations

k1invp(a1) +
mX
j=1

k1invqj(a1) � 0 mod l

k2invp(a2) +
mX
j=1

k2nj;2invqj(a1) � 0 mod l

� � � � 0 mod l

km+1invp(am+1) +
mX
j=1

km+1nj;m+1invqj(a1) � 0 mod l

Summing up all these equations gives

m+1X
j=1

kjinvp(aj) +
m+1X
j=1

invqj(a1)(
mX
r=1

krnj;r) � 0 mod l: (8.3)

Now we see that
Q
a
kj
j will be an l{th power in kp exactly if the double sum

in (8.3) vanishes, since in this case

0 �
m+1X
j=1

kjinvp(aj) � invp(
m+1Y
j=1

a
kj
j ) mod l + :

But this happens exactly if we have

k1n1;1 + k2n1;2 + � � �+ kmn1;m � 0 mod l

� � �
k1nm+1;1 + k2nm+1;2 + � � �+ kmnm1;m � 0 mod l:
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This system of equations has more equations than indeterminates, hence

there exists a non trivial solution k1; : : : ; km, which will give us a perfect

l{th power in kp.

Thus introducing more than one rami�ed prime leads to another way of

dealing with the obstruction problem in index calculus by applying the theory

of Brauer groups.
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Chapter 9

The Function Field Sieve

9.1 Class Field Theory of Function Fields

It was pointed out by Adleman in 1994 that the analogy between number

�elds and function �elds can be used to generalize the number �eld sieve to

the situation of global function �elds [Adl94].

In the previous chapters we have discussed the theory of index calculus in

global number �elds at length. The main diÆculty we had to overcome in

order to apply the theory of Brauer groups was to establish the existence of

extensions of given rami�cation and degree over a number �eld K. We were

only able to prove general results about this in the case of CM �elds.

It turns out that the situation is much easier in the case of function �elds,

since we are able to construct global function �elds for which the degree of

certain ray class �elds is given by a completely explicit formula.

Let K be a global function �eld with full constant �eld Fq . Let p; q0 be two

di�erent places of K. Denote by Kq0
p the maximal extension over K which

is rami�ed exactly at p together with the property that q0 splits completely

in Kq0
p . In this case we have the following (see [Aue99, 5.10] and [Hay79]):

Theorem 9.1.1 The degree of Kq0
p over K is given by

[Kq0
p : K] = h(K)deg(q0)

qdeg(p) � 1

q � 1
: (9.1)

Here h(K) denotes the class number of K.
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Therefore we have the following nice corollary:

Corollary 9.1.2 Suppose deg(q0) = 1. Also suppose that (h(K); l) = 1.

Then there exists an extension L=K of degree l, which is rami�ed exactly at

p, if l divides qdeg(p)�1
q�1 .

The proof for this carries over directly from the case of number �elds.

Now consider a place p and a prime l dividing qdeg(p)�1

q�1 . We want to show

how we can interpret the discrete logarithm in the subgroup of order l inside

Fqdeg(p) using the Brauer group of K.

In doing this we make extensive use of the fact that the theory of cyclic

algebras over global function �elds is completely analogous to the case of

number �elds (see [Roq99] for details).

In the number �eld case in order to translate the discrete logarithm into

the setting of Brauer groups we needed the exact sequence from the Hasse{

Brauer{Noether theorem and the explicit formulae for the invariant map in

the unrami�ed case. Both of these are available in the case of global function

�elds as well.

Let L=K be as above, let q be an unrami�ed prime. Then the local invariant

of the cyclic algebra A = (L=K; �q; a) is given by

invq(a) = deg(q)vq(a) mod l:

Consider the local extension Lp=Kp, which is rami�ed by de�nition of L=K.

Since [Lp : Kp] = l and ljqdeg(p) � 1, it is a Kummer extension and therefore

separable. Thus we obtain

Br(Lp=Kp) ' F�
qdeg(p)

=F�l
qdeg(p)

exactly as in the case of number �elds.

This shows that again we can use the Brauer group Br(L=K) in order to

relate the invariant at the rami�ed place p to those at the unrami�ed places.
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9.2 Brauer Groups and the Function Field

Sieve

Consider R = Fp [x] and an irreducible polynomial f of degree n. f de�nes a

place p of degree n in Quot(R) = Fp(x), we have kp ' Fpn .

Let S=R be an extension given by H(x; y) = 0 where H is irreducible over

R and has degree d in y. De�ne K = Quot(S), assume that K has full

constant �eld Fp . Also assume that p splits completely in K, hence we have

p = P1 � � �Pd.

We now use a standard theorem due to Kummer, which phrases the de-

composition of p in terms of the reduction of H(x; y) modulo f (see [Sti93,

III.3.7.]).

Assume that y is integral over Op. H(x; y) can then be viewed as an element

in Op[y]. We have a canonical map Op[y] ! kp[y] which can be obtained as

follows:

Assume H(x; y) has the form

yd +
d�1X
i=0

yihi(x)

where hi 2 Op. Let hi be the reduction of hi modulo f , hence H(x; y) 2 kp[y]
where

H(x; y) = yd +
d�1X
i=0

yihi(x):

Now the fact that p splits completely in K is equivalent to the fact that

H(x; y) splits in d linear factors y � 
i with 
i 2 kp.
Let 
i denote a lift of 
i to Op. Then for i = 1; : : : ; d there exist places Pi

of K such that Pijp and such that (y � 
i) 2 Pi.

Furthermore, in this situation the residue class �eld kPi
= OPi

=Pi is isomor-

phic to kp[y]=(y � 
i).

We are now ready to apply the function �eld sieve to this setting:

Choose a place P from the d places lying over p. Choose an element 
 in Op

such that (y � 
) 2 P.
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Now search for coprime polynomials r; s 2 Fp [x] such that both ry + s and

r
+s are B{smooth: here an element of Fp(x) is called B{smooth if it factors

in irreducible elements of degree less than B. We call ry+s B{smooth if the

norm of ry + s over Fp(x) is B{smooth.

Note that due to the choice of 
 above, the reduction of r
+s to kp is exactly

the image of ry + s in the residue class �eld of K at P (note that since p

splits in K, kP is isomorphic to kp ).

Choose l such that lj(pn � 1)=(p � 1). By Corollary 9.1.2 there exists an

extension L=K rami�ed at P if (h(K); l) = 1.

De�ne two factor bases: S1 contains all irreducible polynomials g of Fp [x]

of degree bounded by B. Let S2 be the factorbase obtained from S1 by

computing all primes of K lying over elements of S1.

Assume that ry + s and r
 + s are both B{smooth with factorization

ry + s =
Y
Q2S2

QnQ

and

r
 + s =
Y
g2S1

gng :

Consider the relation generated by the global cyclic algebra (L=K; �; ry+ s).

It looks like this:X
g2S1

nginvP(g) +
X
Q2S2

deg(Q)nQfQ � 0 mod l:

Here fQ as always denotes the element in Z=lZ such that �fQ = �Q, where

�Q is the Frobenius at Q.

Collecting enough of these relations, we will be able to solve for invP(f) and

the fQ.

In this setting invP(g) for g 2 S1 is related to the discrete logarithm in kp as

follows:

By construction we have kP ' kp ' Fp[x]=(f). Hence invP(g) is the invariant

related to the l{th root of unity (g mod f)(p
n�1)=l in k�P=k

�l
P . In a �rst step

we compute suÆciently many of these invariants. In order to compute the
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invariants of the l{th roots of unity associated to elements �1; �2 2 Fp [x], we

search for random exponents a1; a2 such that

�a11 �
a2
2 � g1g2 � � �gt mod f

where the gi are B{smooth. From two such smooth relations we are able

to compute invP(�1) and invP(�2) which yields the solution to the discrete

logarithm problem.

We have thus reproduced the situation of the function sieve algorithm as

invented by Adleman and Huang. Especially this means that that if the

parameters are chosen carefully this algorithm is expected to have heuristic

subexponential complexity of the form Lpn(1=3).

9.3 Complexity Estimates for the Function

Field Sieve

We will now show how the heuristic suxexponential complexity of Lpn(1=3)

can be accomplished.

Recall that we considered an extension of the rational function �eld given by

the polynomial H(x; y).

More precisely, let H(x; y) now be of degree

d = dc�11 n1=3(logn)�1=3(log p)1=3e;

where c1 is a constant to be determined later.

Assume we have that H(x; 
) � 0 mod f , where 
 is of degree d0 = dn=de.
Now choose r; s 2 Fp [x] of degree bounded by

c2n
1=3(logn)2=3(log p)�2=3;

where again c2 is also to be determined later.

Now by the assumption on 
 we have that the degree of r
 + s is bounded

by

(c1 + o(1))n2=3(logn)1=3(log p)�1=3:
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Next we have to compute the norm of ry + s, this is given by rdH(x;�s=r).
Hence its degree is bounded by

(c2=c1 + o(1))n2=3(logn)1=3(log p)�1=3:

Hence the degree of

(r
 + s)N(ry + s)

is bounded by

D = d(c1 + c2=c1 + o(1))n2=3(logn)1=3(log p)�1=3e:

We make the heuristic assumption that with randomly chosen r and s, the

polynomial (r
 + s)N(ry + s) is random with degree bounded by D.

Set Q = pD, set the smoothness bound b = logp(LQ(1=2; 1=
p
2)). Then the

probability for a pair (r; s) to be b{smooth is at least

LQ(1=2;�1=
p
2 + o(1));

where we have to assume, that log p < n1=2�� with 0 < � = o(1) (see

[AH99, page 10]). The number of elements in the factor bases is bounded

by LQ(1=2; 1=
p
2), thus LQ(1=2;

p
2 + o(1)) pairs (r; s) have to tried. Since

there are

p2c2n
1=3(log n)2=3(log p)�2=3

available this leads to the condition that

LQ(1=2;
p
2) � p2c2n

1=3(log n)2=3(log p)�2=3 :

This can be seen to lead to the inequality

c2 + c21
3c1

� c22:

Thus we have c1 = (2=3)1=3 and c2 = (4=9)1=3, which implies

D = (2(2=3)1=3 + o(1))n2=3(logn)1=3(log p)�1=3

and

b = Lpn [1=3; (4=9)
1=3 + o(1)]:

.
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The relations obtained from doubly smooth pairs (r; s) form a system of

sparse linear equation modulo l. The complexity of solving this system is

Lpn[1=3; (32=9)
1=3 + o(1)].

In the last step we have to relate the given elements �1 and �2 to elements in

the factor base. To do this we have to consider the probability for a random

g 2 Fp [x] of degree less than n to be B{smooth. If we assume that p6 < n

this is shown to be given by

Lpn [1=3; (3=2)
1=3]

in [AH99, page 12]. Even if we do not use the sophisticated techniques used

here, we obtain a subexponential complexity of exponent 1=3 (see [Adl94]).

9.4 A Comparison of NFS and FFS

The main observation of this chapter was that using a completely explicit

formula for the extension degree of the ray class �eld Kq0
p of a global function

�eld K we were able to ascertain the existence of an extension L of K of

degree l rami�ed exactly at p if (h(K); l) = 1 and lj(pn � 1)=(p � 1) holds.

This is in contrast to the situation of global number �elds, where it was

not possible to establish the existence of such an existence of given degree.

Especially this means that we are not able to give an obstruction free version

of index calculus.

If one compares the treatment of NFS and FFS in the literature, one makes

the following observation:

As we explained above, in the case of number �elds the obstruction problems

needs considerable attention. Adleman points out that

In the number �eld sieve, the analog of the function �eld is a

number �eld. When this number �eld has class number greater

than 1 problems arise.

When the number �eld sieve is used to factor integers, then these

problems can be overcome eÆciently with the use of singular inte-

gers and character signatures (Remark: this was later generalized

by Adleman to the case of discrete logarithms [AD93]).
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When the class number is not 1 in the function �eld case similar

problems arise. However, if (h(K); (pn � 1)=(p � 1)) = 1 then

these problems also can be eÆciently overcome. The basic idea

is to pretend that h = 1 and that all divisors are principle.

This observation ties in nicely with the class �eld theoretical observation we

made above:

indeed in the case of (h(K); (pn�1)=(p�1)) = 1 we can use Brauer groups in

order to prove that an obstruction free index calculus exists, which implies

that we can proceed exactly as if "all divisors are principle". Therefore

the fundamental di�erence in the diÆculty of overcoming the obstruction

problem can be viewed as documenting the fundamental di�erence between

the class �eld theory of function �elds and global �elds.
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Chapter 10

Abelian Varieties and the Tate

pairing

We have pointed out before (see chapter 1) that the discrete logarithm prob-

lem in �nite �elds is only one instance of the discrete logarithm problem on

which a public key crypto system can be based. The most important alterna-

tive to �nite �elds seems to be the case of Abelian varieties over �nite �elds.

The most prominent examples for this are elliptic curves over �nite �elds,

although Jacobians of hyperelliptic curves also seem promising.

The discrete logarithm problem on Abelian varieties can be linked to the

discrete logarithm problem in �nite �elds using pairings on these varieties.

We give a description of this approach for elliptic curves over �nite �elds and

show how we can describe this approach using Brauer groups.

10.1 The Tate Pairing and the Discrete Log-

arithm Problem on Elliptic Curves

Using the Tate pairing, Frey{R�uck reduction ([FR94], for details concerning

implementational details see also [FMR99]) allows to transfer the discrete

logarithm problem in the group of rational points of an elliptic curve over

E=Fq (with q = pf ) to a discrete logarithm problem in Fqk with k � 1.

95



10.1. THE TATE PAIRING AND THE DISCRETE LOGARITHM PROBLEM ON

ELLIPTIC CURVES 96

Theorem 10.1.1 Let E=Fq be an elliptic curve, assume ljq � 1, hence the

group of l{th roots of unity �l is contained in Fq . Then there exists a non{

degenerate pairing

�l : E[l](Fq )� E(Fq )=lE(Fq )! �l:

The evaluation of the pairing is given as follows:

Consider P 2 E[l](Fq ) and Q 2 E(Fq ), choose DP and DQ divisors of prime

support in the classes of (P )� (OE) respectively (Q)� (OE). Since lP = OE

we know that lDP is a divisor of a function fDP
. Then the pairing is given

by

�l : (P;Q) 7! (fDP
(DQ))

(q�1)=l 2 �l(Fq ): (10.1)

Given P and Q with Q = nP , choose a point ~P satisfying �l(P; ~P ) = �0 2
�l; �0 6= 1 and calculate �l(Q; ~P ) = �1. Since �l is a non{degenerate pairing,

we have that �1 = �n0 , hence the solution of the discrete logarithm problem

in Fq also yields the solution of the discrete logarithm problem on the elliptic

curve E.

The pairing (10.1) can be de�ned strictly over �nite �elds, however we can

also use duality theory for Abelian varieties over local �elds, which was how

Frey and R�uck proceeded. We recall this approach and show how it is linked

to the arithmetic of Brauer groups we studied in the preceeding chapters.

Lift the elliptic curve E=Fq to a suitable curve E de�ned over an extension

K of Q p .

Then we can consider the pairing [Tat57]:

H1(GK; E(K))[l]� E(K)=lE(K)! H2(GK; K
�
)[l] ' Z=lZ:

In the following we consider the relation between the Tate pairing (according

to Lichtenbaum [Lic69]) and the pairing (10.1). To do this we describe the

image of the Tate pairing inside the Brauer group.

Consider the two exact sequences

0! H(E)! Div0(E)! Pic0(E)! 0; (10.2)
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where Div0(E) denotes the GK{module of divisors of degree zero on the

curve E=K, H(E) denotes the group of principal divisors and Pic0(E) =

Div0(E)=H(E) the Picard group of E, and

0! K� ! K(E)! H(E)! 0; (10.3)

where K(E) denotes the function �eld of E=K.

Since E has a K{rational point, we have H1(GK; Div0(K)) = 0, hence the

exact sequence (10.2) yields

� � � ! 0 = H1(GK; Div0(K))! H1(GK; E(K))
Æ! H2(GK; H(E)): (10.4)

The exact sequence (10.3) gives another long exact sequence

� � � ! H2(GK; K(E)�)
�! H2(GK; H(E))! H3(GK ; K

�) = 0; (10.5)

since K has cohomological dimension two.

Let f� be an element of H1(GK; E(K))l. In order to calculate Æf�, choose a

lift f̂� of f� to Div0(E). Then we have

f�;� = (Æf)�;� = f̂�
� � f̂�� + f̂� (10.6)

which is an element of H2(GK; H(E)).

According to (10.5) the map � is surjective, hence there exists an element �

in H2(GK; K(E)�) with �(�) = Æ(f�).

Let DQ be an element of Div0(E) in the class of (Q) � (0) and f�;� be a

two{cocycle in the class of �. If the support of (f�;� ) and DQ are coprime,

we can de�ne

c�;� = f�;� (DQ) =
Y
S2E

f�;� (S)
nS withDQ =

X
nSS (10.7)

which is a two{cocycle with values in K
�
, hence de�nes a class [c�;� ] in

H2(GK; K
�
), the Brauer group of K. In [Lic69] it is shown, that � always

contains a two{cocycle coprime to DP .

Consider now hf;DQi = [c�;� ].

Lichtenbaum has proven in [Lic69], that

h ; i : H1(GK; E(K))l � E(K)=lE(K) ! H2(GK; K
�
) (10.8)

f� �DP 7! hf�; DP i = [c�;� ]
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de�nes a pairing which is up to a sign equivalent to Tates original de�nition.

Especially it is a non{degenerate and bilinear.

It turns out, that the pairing given by (10.8) can be evaluated very eÆciently.

Crucial for this is the following observation

Lemma 10.1.2 Suppose K contains the l{th roots of unity. Let � be a prime

element of K and h�i the Galois group of the rami�ed extension K(�1=l)=K.

Suppose that l is not equal to the characteristics of K and that E has good

reduction mod�K.

Then we have

H1(GK ; E(K))l = Hom(h�i; E(K)l): (10.9)

Proof:

Let Ku=K be the maximal unrami�ed extension on K. Since l is not equal

to the characteristic of K and E has good reduction, we obtain:

H1(Gal(Ku=K); E(Ku))l = H2(Gal(Ku=K); E(Ku)) = 0: (10.10)

With respect to the subgroup H = Gal(K=Ku) � Gal(K=K) the in
ation{

restriction sequence gives

0 ! H1(Gal(K=Ku); E(K))Gal(Ku=K) infl! H1(GK; E(K))
res! H1(Gal(Ku=K); E(K))Gal(K=Ku) = 0:

Hence we have

H1(Gal(K=Ku); E(K))
Gal(Ku=K)
l = H1(GK; E(K))l: (10.11)

The exact sequence of G=H = Gal(K=Ku){modules

0! E(K)l ! E(K)
l! E(K)! 0 (10.12)

gives a long exact sequence

� � � ! E(Ku)
l! E(Ku)! H1(G(K=Ku); E(K)l) ! H1(G(K=Ku); E(K))(10.13)

l! H1(G(K=Ku); E(K))! � � �
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hence

E(Ku)=lE(Ku)! H1(G(K=Ku); E(K)l)! H1(G(K=Ku); E(K))l ! 0:

(10.14)

But observe that E(Ku) is l{divisible, since l 6= char(K) and E has good

reduction, hence E(Ku)=lE(Ku) = 0.

Combining this with (10.11) we obtain

H1(G(K=Ku); E(K))l = Hom(G(K=Ku); E(K)l)
Gal(Ku=K) (10.15)

where we used the fact that, since E has good reduction, according to the

criterion of Neron{Ogg-Shafarevich the action of Gal(K=K) on E(K) is un-

rami�ed. Hence the action of Gal(K=Ku) on E(K)l is trivial.

Each element of Hom(GKu; E(K)l) factors over the maximal l{quotient of

GKu, and this is given by Gal(Ku(�
1=l)=Ku) = h�i.

Since � commutes with all elements of Gal(Ku=K), we obtain the result

stated in the lemma. 2

Let f� be an element of H1(GK; E(K))l. According to lemma 10.1.2 this

means, that f� is given by � 7! P with P 2 E(K)l.

In this case the associated two{cocycle (Æf)� i;� j has a very special form:

lift f� according to f̂� i = (i � d � l)(P ) � (i � d � l)(0) for i = d � l + r and

r < l to Div0(E).

Now we proceed as in (10.6) and obtain for i+ j < l

Æf� i;� j = i(P )� i(0)� ((i+ j)(P )� (i+ j)(0)) + j(P )� j(0) = 0 (10.16)

and for i+ j > l

Æf� i;� j = i(P )� i(0)� ((i+ j � l)(P )� (i+ j � l)(0)) + j(P )� j(0) = l(P )� l(0):

(10.17)

Therefore we have

(Æf)� i;� j =

(
0 : i+ j < l

l(P )� l(0) : i+ j � l
(10.18)
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Since lP = OE we know that l(P )� l(0) is a principal divisor associated with
the function fP . Hence the image of the pairing in H

2(GK; K
�
) is given by

the class of the two{cocycle

(Æf)� i;� j(DQ) =

(
1 : i + j < l

fP (DQ) : i + j � l;
(10.19)

de�ned over a rami�ed extension of degree l.

Considering the evaluation of the pairing the following observation is crucial:

According to theorem 2.4.3 and 2.7.1 the value of fP (DQ) has to considered

in

K�=NL=K(L
�) ' k�=k�l:

Indeed it is shown in [FR94, p.872] that the values of the pairing obtained

by lifting to the local �eld and then reducing to the �nite �eld and of the

pairing de�ned over the �nite �eld coincide. Hence we obtain the two{cocycle

describing the element in the Brauer group by computing the value of the

pairing over the �nite �eld.

Thus the description of the Tate pairing in terms of Brauer groups again

leads us to the study of two{cocyles de�ned over rami�ed extensions of local

�elds. This was exactly the approach we discussed earlier when dealing with

the discrete logarithm problem in �nite �elds. As we have shown this leads to

well known index{calculus techniques solving the discrete logarithm problem

in subexponential time.
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Chapter 11

Application of the Tate pairing

to the DHDP

11.1 Introduction

In this chapter1 We will consider the security of various protocols on certain

elliptic curves. Especially we will show that the DiÆe Hellman decision

problem is easy on some curves which was �rst observed by Frey. Furthermore

we will make use of results of Maurer and Wolf in order to construct elliptic

curves on which the DiÆe Hellman decision problem is easy, but the discrete

logarithm is hard and also equivalent to the DiÆe Hellman problem. Thus

we produce examples of cryptographic groups, in which the security of the

DiÆe Hellman decision problem is as low as possible, while the DiÆe Hellman

problem is hard.

Recall that in an (additive) group G we can pose the following problems

(utilizing the Chinese remainder theorem we can assume G to have prime

order without loss of generality):

� The DL problem. The DL (discrete logarithm) problem, is the prob-

lem given two group elements g and h, to �nd an integer n, such that

h = ng whenever such an integer exists.

1This chapter contains joint work with Antoine Joux [JN00].
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� The DH problem. The DH (DiÆe{Hellman) problem, is the problem

given three group elements g, ag and bg, to �nd an element h of G such

that h = (ab)g.

� The DDH problem. The DDH (decision DiÆe{Hellman) problem,

is the problem given four group elements g, ag, bg and cg, to decide

whether c = ab (modulo the order of g).

It is immediately clear that the solution of DH implies DDH and that the

solution of DL implies DH. We �rst show how to apply the Tate pairing in

order to solve the DDH on certain elliptic curves.

11.2 DiÆe Hellman Decision Problem on el-

liptic Curves

Consider an elliptic curve E over a �nite �eld k containing the l{th roots of

unity together with the property that E has a k{rational torsion point P of

order l.

Then the Tate pairing is de�ned in this situation and we can consider the

value of hP; P i 2 k�=k�l ' �l.

If this value is non trivial,hP; P i = �0 say, the Tate pairing provides an easy

solution to the DH decision problem:

Consider nP ,mP as well as a point Q 2 hP i.
We want to decide whether Q = nmP holds.

To decide this we evaluate the Tate pairing twice:

We �rst compute hnP;mP i = hP; P inm and compare this to the value of

hP;Qi. If Q is indeed equal to nmP these two values coincide, since hP;Qi =
hP; P ai = �a0 . Hence a � nm mod l if �a0 = �nm0 .

Moreover this process will only take time polynomial in log q, where k = Fq ,

since the Tate pairing can be evaluated in O(log l) steps and the comparison

can be done in O(log q) steps, since the value of the Tate pairing is an element

of F�q .

Note that whenever k contains the l{th roots of unity, and E(k)[l2] = hP i
with P a point of order l, the Tate pairing for E=k will have the property
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that hP; P i 6= 1. This condition is for example satis�ed by all curves of trace

2 de�ned over a �nite �eld k containing the l{th roots of unity, but not any

roots of unity of l{power order.

If E is a supersingular curve over Fp the Tate pairing can be proven to be

symplectic. Therefore we will have hP; P i = 1 for every P , hence the Tate

pairing can not be applied directly to the DH decision problem as outlined

above.

But making use of our knowledge of the endomorphism ring of the curve E

over Fp in some cases we will still be able to apply the Tate pairing.

Consider for example the curve E : y2 = x3 + x over the �eld k = Fp where

p � 3 mod 4, which implies that E=k is supersingular. In this case we have

that jEj = p + 1. Hence the full l{torsion group of E for l 6= 2 can not be

de�ned over k, since otherwise we would have ljp � 1 and ljp + 1 and thus

ljp+ 1� p+ 1 = 2.

So we have E(k)[l] = hP i and E(K)[l] = hP;Qi, where K = Fp2 and Q is

de�ned over K. Now note that p � 3 mod 4 implies that �1 is a quadratic

nonresidue modp, hence the endomorphism

� : (x; y) 7! (�x; i � y);

where i is a root of x2 + 1 = 0 in K, is not de�ned over k.

Thus we obtain that hP; �(P )i 6= 1, and since � is an endomorphism, we can

now solve the DH decision problem in hP i by computing

haP; �(bP )i = haP; b�(P )i = hP; �(P )iab

and

hcP; �(P )i = hP; �(P )ic:

Note that we can solve the DH decision problem in the subgroup of order l

over the ground �eld, although the pairing is not even de�ned over this �eld.

The application of endomorphisms in order to map a point from the ground

�eld k to an extension �eld of k is only possible in the case of supersingular

case, since only in this case the endomorphism ring is non commutative.

Here are some more supersingular curves with their respective endomor-

phisms (taken from [JN00]):
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Field Curve Morphism Conditions Group order

Fp y2 = x3 + ax
(x; y) 7! (�x; iy)

i2 = �1 p � 3 (mod 4) p+1

Fp y2 = x3 + a
(x; y) 7! (�x; y)

�3 = 1
p � 2 (mod 3) p+1

Fp2 y2 = x3 + a

(x; y) 7! (! xp

r(2p�1)=3
; yp

rp�1
)

r2 = a; r 2 Fp2

!3 = r; ! 2 Fp6

p � 2 (mod 3) p2 � p+ 1

Table 11.1: Endomorphism on some supersingular curves

11.3 Results on the Equivalence of DH and

DL

We have mentioned before that clearly DL implies DH. However Maurer and

Wolf have proven that, assuming the existence of certain auxiliary groups, it

is also possible to solve DL using only DH. We will now explain this result

(see [MW99]).

Assume that we are given a group G of prime order p as well as a DH oracle

for G. Assume also that we are also given an cyclic elliptic curve Ea;b with

generator P de�ned over Fp which has B{smooth group order. Maurer and

Wolf show that in this case we can compute discrete logarithms in G in timep
B(log p)O(1).

So suppose we are given gx, we want to compute x. First compute the group

element gx
3+ax+b from gx. This can be done by O(log p) group operations and

two calls to the DH oracle for G in order to compute gx
3
from gx. If x3+ax+b

is a quadratic residue modulo p, then we can �nd a group element gy such

that y2 � x3 + ax + b mod p (otherwise replace gx by gx+d with random d).

Note that we have done nothing else but computed a Fp{rational point on the

elliptic curve in the sense that we have computed (gx; gy) = (gx; g
p
x3+ax+b)

with x; y 2 Fp where (x; y) is now a point on the elliptic curve Ea;b.

Given (gu1; gv1) and (gu2; gv2) where (ui; vi) are points on the elliptic curve

Ea;b we can compute (gu3; gv3) such that (u3; v3) = (u1; v1) + (u2; v2) in

O(log p) group operations in G and O(log p) calls to the DH oracle for G.

But now we can make use of the assumed smoothness of the group order of
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E. Indeed let q be a prime factor of jEa;bj. Given (gx; gy) compute (gu; gv)

such that (u; v) = (jEj=q)Q on E. Since we know a generator P of E we can

compute the points (ui; vi) = i(jEj=q)P on E for i = 0; 1; : : : ; q � 1. From

ui; vi we can obtain group elements in G simply by computing (gui; gvi). Re-

call that our ultimate goal was to solve the discrete logarithm in G, which

was transfered to E via (gx; gy), where (x; y) = Q is a point on E.

Now suppose Q = kP , then we have (gu; gv) = (gui; gvi) i� k � i mod q. But

this means that we can indeed compute k modulo the prime divisors of jEj
and recover k using Chinese remainder theorem. Once we know k, we can

compute Q = kP . The solution to the discrete logarithm problem in G is

then given by the �rst coordinate of Q.

Since we assumed the order of E to be B{smooth, it is now easy to see that

these computations can be done in O(
p
B(log p)3) operations and calls to the

DH oracle.

This observation can be generalized to prove the following theorem:

Theorem 11.3.1 (Maurer,Wolf ([MW99])) Let P be a �xed polynomial

and let G be a cyclic group with generator g such that jGj and its factorization
jGj = Qs

i=1 p
ei
i are known. If every prime factor p of jGj greater than B =

P (log jGj) is single, and for every such p a �nite abelian group Hp with

rank r = O(1) is given that is de�ned strongly algebraically over Fp and

whose order is B{smooth (and known), then breaking the DiÆe{Hellman

protocol for G with respect to g is probabilistic polynomial{time equivalent to

computing discrete logarithms in G to the base g.

Of course in order to turn into a rigorous proof of the equivalence of DH and

DL, we would need a result on the distribution of smooth numbers in the

Hasse interval [p�2
p
p; p+2

p
p] (if we want to use elliptic curves as auxiliary

groups). Since very little is known about this, the above argument only gives

a strong heuristic argument for the equivalence of DH and DL. However, for

a given group G with known order p if suÆces to �nd a nice auxiliary group,

for example an elliptic curve with smooth group order. We will show in the

next section that this is indeed possible. Thus in special cases we can indeed

construct groups with proven equivalence of DL and DH.
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11.4 Separating DDH and DH

Now we want to apply the techniques described above in order to construct

an elliptic curve with the properties that

� the DH decision problem can be solved in polynomial time using the

techniques of section 11.2,

� the DH problem is polynomial{time equivalent to the DL using 11.3.

To do this we �rst construct a prime q of size 160 bit satisfying q � 3 mod 4

such that q + 1 is B{smooth, then the curve E : y2 = x3 + x de�ned over Fq

has smooth order q + 1.

Now �nd a multiple lq of size 1024 bits such that p = lq � 1 is prime and

satis�es p � 3 mod 4, again this means that the curve E : y2 = x3+x de�ned

over Fp has order lq.

Now consider the DH problem in the cyclic subgroup of E(Fp) of order q.

Since E=Fp is supersingular, the q{th roots of unity are contained in Fp2

and we can apply the Tate pairing over this �eld to solve the DH decision

problem. But since we have also constructed an elliptic curve with smooth

order de�ned over Fq , we can also apply Maurers result implying that on

E=Fp the DH problem and the DL problem are polynomially equivalent.

Antoine Joux has indeed constructed a curve of this type (see the forthcoming

preprint by Joux and myself[JN00]).

But we can also use the complex multiplication method in order to produce

curves with the required properties.

Consider for example the prime

q = 2 � 32 � 52 � 74 � 114 � 132 � 172 � 194 � 234 � 294 � 414 � 432 � 472 � 534 � 592 � 712+1:

By construction this prime splits in Q(
p�2) and hence gives rise to an elliptic

curve given by the quadratic twist of y2 = x3 + 4x2 + 2x over Fq of trace 2.

This curve has smooth group order q � 1.

Now observe that the prime

p = 1052027180309674701448197976576025733110067960564634771899656180613746430

85941616442273330725551769024588281547782553870306538047984080320407443473

18340517682234135681757165693690915308877084767136052958967927432 � q2 + 1
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also splits in Q(
p�2), so again will give us an elliptic curve y2 = x3+4x2+2x

now over Fp . Since q2jp � 1, this elliptic curve has a subgroup of order q.

Also, it is checked easily that this curve possesses a q{torsion point P with

the property that hP; P i 6= 1.

11.5 Inverse Functions to the Tate Pairing

We will now consider the consequences the existence of an easily computable

inverse to the Tate pairing would have.

An inverse to the Tate pairing is understood to be a group homomorphism

� : �l ! E(Fq )[l] such that h�(�); P0i = � holds.

Consider k = Fp such that ljp � 1, but k does not contain higher roots of

unity of l{order. Let �0 be a primitive l{th root of unity.

Now choose an elliptic curve E de�ned over Fp of Trace 2, that is jEj = p�1.

Let P0 be a �xed l{torsion point. We know that hP0; P0i = �0 6= 1 holds.

But then we know that this must be true for each point of order l in hP0i,
since for P 2 hP0i, we have P = nP0 with 1 � n < l. It follows that

hP; P i = hnP0; nP0i = hP0; P0in2 6= 1:

Now we use this setting to solve the DH decision problem in the cyclic sub-

group �l � F�q as follows:

Given �0; �
a
0 ; �

b
0 as well as �

c
0. We have to decide, whether c = ab holds.

To do this we compute �(�0) = P , �(�a0 ) = Pa,�(�
b
0) = Pb and �(�

c
0) = Pc.

We have so Pa = aP; Pb = bP and Pc = cP .

But now we can apply the method described above in order to solve the

DH decision problem on E. Hence we can determine in O(log p) operations,

whether c = ab holds on E and thus in �l.

So if one can �nd an inverse � to the Tate pairing, which can be computed

in O(log p) operations, we would be able to solve the DH decision problem

in Fp in O(log p) operations.

The following points seem worth pointing out:
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� At the moment the only method available to compute an inverse to

the Tate pairing relies on the computation of suÆciently many discrete

logarithms in F�p , hence has subexponential complexity.

� The construction of elliptic curves of trace 2 over arbitrary prime �elds

Fp seems to be a hard problem.

Menezes and Vanstone have pointed out, that the security of the XTR cryp-

tosystem proposed by A. Lenstra and E. Verheul in 2000 is closely related to

supersingular curves over Fp2 .

Indeed choose a supersingular curve E over Fp2 , then the Tate pairing is

de�ned over an extension of degree 3, i. e. over Fp6 . The points of order l on

E, where l divides p2� p+ 1 are mapped directly into the XTR subgroup of

order l. Verheul [Ver00] has shown how by applying the Weil pairing with a

special endomorphism the decision DiÆe{Hellman problem can be solved on

such a supersingular elliptic curve (the endomorphism is described in table

11.1).

He reasons that an eÆciently computable embedding of the XTR subgroup

into the group of points on a supersingular elliptic curve is not likely to exist

since otherwise the decision DH in the XTR subgroup would be weak. If this

reasoning is correct still remains to be seen.
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